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METHOD OF COLLABORATIVE FILTRATION
BASED ON ASSOCIATIVE NETWORKS OF USERS SIMILARITY

The subject matter of the article is the processes of generating a recommendations list for users of a website. The goal is
to develop the new method of collaborative filtering based on building associative networks of users similarity to improve
the quality of recommender systems. The tasks to be solved are: to develop the method of collaborative filtering based on
building associative networks of user similarity, develop software to test this method, conduct experiments on the devel-
oped software to test the effectiveness of the developed method, determine the quality of its work and compare this method
with the standard method of collaborative filtering. The methods used are: graph theory, mathematical statistics, the theory
of algorithms, object-oriented programming. The following results were obtained: the method of collaborative filtering
based on building associative networks of user similarity was developed, to implement this method the software was devel-
oped, experiments using the developed software to test the developed method were conducted. Conclusions. The possibil-
ity of using associative networks in recommender systems was researched. The associative rule for building associative
networks of users similarity was proposed. The collaborative filtering method based on associative networks of users simi-
larity, which can be used to improve the quality of recommender systems, was developed. Experiments conducted on the
developed software have shown that the developed method significantly increases such performance indicators of the re-
commender system as user space coverage, item space coverage, user interaction coverage, and makes it possible to create
better-quality lists of recommendations for website users.
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Introduction

Today, recommendation systems are used to im-
prove a work of many types of websites, such as online
stores, content websites, search engines, and more. They
are a good addition to the classic data search algorithms
and can significantly increase the overall interest in a
website, and give individual users the opportunity to get
more useful information and pay attention to more ob-
jects that are relevant to his or her preferences.

The working principle of a recommendation sys-
tem is based on the fact that for each user in a set of us-
ers K={kj,k,,...,k,} creates a set of recommenda-

tions R ={n,n,....k,}, sorted in descending order the

relevance of a recommendation to a interests of corre-
sponding a user.

One of the basic algorithms for building recom-
mendation systems is collaborative filtration [1, 2]. It is
based on the calculation of similarity coefficients be-
tween users to find a most similar users and objects.

To calculate similarity coefficients, previously col-
lected information about users and objects of a system is
used, such as ratings that users put on objects, user
transactions, pageview history, description of objects
and their characteristics, etc.

More often, in recommendation systems the fol-
lowing similarity coefficients are used: Euclidean dis-
tance (1), Heming distance (2), Pearson correlation co-
efficient (3), cosine similarity (4), and others.
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where d(x),x,) — the distance between objects x; and
Xy; X;, Xp; — the value of the i-th attribute, respec-
tively, in the Ist and 2nd objects; X;, X, — the set of

values of attributes in the 1st and 2nd objects.

After defining similarity coefficients between ele-
ments of a system, they are used to select elements simi-
lar to those previously selected by a user for their fur-
ther recommendation.

Not always a information gathered about elements
of a system is enough to determine a required number of
similar items to a given item. To solve this problem, an
additional analysis of a available data is needed.

Associative Network (AN) is a set of objects and
associative relationships between them.

Associative relationships are built on the basis of
associative rules.
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Associative rules allows find patterns between re-
lated facts. For example, if user A will buy x;, then he
will also buy x, with probability p [3].

Associative rules can be used in recommendation
systems to determine the similarity between objects that
were not detected using similarity coefficients.

The rules in form "if A and B, then with probabil-
ity p also C", describe, for example, products that was
jointly purchased. In this case, the search for associative
rules can be done using, for example, the following que-
ries to a system:

- What products are sells together?

- How often do A and B products sell together?

- How the choice of a product A increases the
probability of choosing a product B?

- How the choice of a product B increases the
probability of selecting a product A?

Some of the most common algorithms used to con-
struct associative rules are APriori [4], DHP [5], Parti-
tion [6], DIC [7], and others.

If the association rules apply to descriptive analy-
sis, to determine which products are sells together, rec-
ommendation system can get some new information that
can be used in the process of forming a recommenda-
tion.

The disadvantage of this kind of information is
that there will be a low item space coverage with asso-
ciative rules: such rules will exist only for a small num-
ber of items. At the same time, even under such condi-
tions, the application of associative rules and the use of
an associative network of items will improve the quality
of a recommendation system.

The goal of this work was to create collaborative
filtering method based on associative networks of simi-
larity of users in order to increase the amount of data on
the basis of which a list of recommendations is built.

The main material

When developing recommendation systems based on
collaborative filtering, there is the following pattern: the
more users are identified with high similarity coeffi-
cients for a particular user, the more useful recommen-
dations for him will be can to create. In this way, the
task of finding as many as possible of similar users be-
comes relevant. It should be investigated whether more
relationships of similarity can be found between users
that correspond to reality than the quantity that can be
found through collaborative filtering. Associative rules
and associative networks were used to solve this prob-
lem.

Associative rules in recommendation systems are
used to determine associative relationships between
products, based on how often different products fall into
one transaction.

In this paper, associative relationships are proposed
to be built between users based on their similarity coef-
ficients in order to find more similar users.

The following associative rule was developed:

If the similarity coefficient of users 4 and B equals
1, this means, users are "completely" similar, and the
similarity coefficient between users 4 and C equals x,
then the similarity between users B and C equals x.

Let's illustrate this rule schematically in Fig. 1/
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Fig. 1. Schematic representation of the associative rule
for determining a similarity of users

The associative network is proposed to be built as
follows:

1) apply the proposed associative rule to build addi-
tional similarity relationships (similarity of level 2) be-
tween users;

2) repeat the action (1) for a network, taking into ac-
count similarity relationships with the basic similarity
and similarity of level 2 for obtaining similarities of
level 3.

To create recommendations it is suggested to use all
three types of similarity relationships and consider them
to be equivalent.

The series of experiments were conducted to test this
rule.

To test the work of the developed method, the soft-
ware to create recommendations and testing the recom-
mendation system was developed.

Consider the developed software. To build the rec-
ommendation system, it was decided to choose the pro-
gramming language Python and database type NoSQL
with the representation of data in the form of a graph -
database management system Neo4j.

Neo4j is the first and one of the most popular graph
database management systems. It has the application
programming interface for many programming lan-
guages, including Java, Python, Ruby, PHP [8].

To perform queries, it uses own language Cypher.

The example of the data format in the Neo4j data-
base is shown in Fig. 2.

id:696749 {Value:5} 1d:13116939

h 4

title: "Book
Club"

name: "Alice"
Fig. 2. The example of the data format
in the Neo4j database

To add nodes and relationships to the Neo4j data-
base, , the following queries can be used:

// creating nodes
CREATE (Userl:User {id:$id userl,
name: $name_userl })
CREATE (Objectl: Object {id:$id Objectl,
title:Stitle Objectl})
// creating relationship
CREATE (Userl)-[:Rated{Value:5}]->(Objectl)
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To work with Neo4j in Python the neo4j.v1 library
was used. It allows you to connect to a database server
and make requests.

Recommendations for users of a web-resource are
formed on the basis of previously collected information
about them and information about objects of a system,
which is convenient to represent in the form of a graph
(Fig. 3) and write to a graph database.

Advantages of using graph database Neo4j for rec-
ommendation systems [8]:

1. Productivity. Allows calculating recommenda-
tions in real-time, ensuring their actuality.

2. Convenient data model. Labels and properties of
nodes and relationships allow to easily filter datasets
and allocate a necessary subgraph for analysis.

:Rated

{Value: 2.5}

The recommended system based on collaborative fil-
tration was built, and similarity coefficients between
users were determined based on the Pearson correlation
coefficient (2).

In the developed recommendation system, all data is
represented as a graph, the example is shown in Fig. 3.
All data is divided into vertices and edges. For example,
users, objects, properties of objects are vertices. The
edges are represented by relationships of type: "rated",
"friends", "has_characteristic".

Ratings, for example, are the weight of the edges
type "rated".

Making requests to the database based on labels of
nodes and labels of relationships gives the opportunity
to get different subgraphs.

@ :has_ attri@‘

. :has_
iFriends {V:Irates 0} attribute
alue: 4.
:Rated ObjeCt 3
User 2 {Value: 5.5}
Rated ’
{Value: 4.5} :has_ attribute :h?s_
:Follower attribute has._
attribute
Object 4
y :has_ attribute
:Rated
{Value: 3.0}

Fig. 3. The example of an input data set for the recommendation system

The developed recommendation system was tested
on the open dataset — MovieLens Datasets, that was
created in research laboratory at the Department of
Computer Science and Engineering at the University of
Minnesota [9].

During each experiment on the MovieLens Datasets,
N, users were selected. The ratings that they have set on
movies were divided into two parts by timestamp for to
calculate recommendations ("current data") and to test
the system ("future data"). For each data set the system
was launched in two modes:

- without using the associative network (without
AN);

- using the associative network (with AN).

In the dataset, ratings may take values: 0.5, 1.0, 1.5,
2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0. It was decided to divide
them into positive (from 3.5 to 5.0) and negative (from
0.5 to 3.0) ratings.

Predictions of users preferences were divided into
positive ones when predicting positive rating, and
negative ones when predicting negative rating.

To check the quality of the recommendation system,
the following metrics were used:

1. Prediction accuracy — shows how accurately is
predicted preferences of users.

2. User space coverage — the percentage of all users
for whom the system can provide recommendations.

3. Item space coverage — the percentage of all ob-
jects that can be recommended to users.

4. User interaction coverage — the percentage of all
objects among chosen by users that were recommended.

Let's consider how these metrics were determined in
the system being developed.

First, consider all possible results of giving a rec-
ommendation to a user (Table 1).

Table I — Classification of possible results of a recommendation

Recommended

Not recommended

Rated positive True-Positive (fp)

False-Negative (fin)

Rated negative False-Positive (fp)

True-Negative (1)
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Prediction accuracy of a recommendation system
was calculated by the formula (4):

(4)

Precision = ,
p+ fp

User space coverage was determined by the formula

(5):

User Space Coverage = I\;” ,

u

)

where N, — the number of users for which it was

possible to create recommendations, N, — the number

of users that was taken in the experiment.
Item space coverage was determined by the for-
mula (5):

N
Item Space Coverage = —2- |

m

(6)

where N,,. — the number of movies for which were
able to predict ratings, N,,— the total number of movies

in the experiment.
User interaction coverage was determined by the
formula (5):

()

User Interaction Coverage = P ,
mc
where N,,. —the number of correctly predicted positive
ratings,
N,,.— the total number of movies that were se-
lected by users in the test data.

Table 2 — Test results of the developed method of construction of recommendation systems

Number of cor- U
= rect positive Prediction User space Item space ) ser
D = 5 @ d interaction cov-
g 2 2 3 recommenda- accuracy coverage coverage erage
S E 5 4 tions
ez z. B3
= without | with | without with without with without with without with

AN AN AN AN AN AN AN AN AN AN

1 30 59 130 86.76% | 69.89% | 56.66% | 83.33% | 7.31% 19.56% | 4.66% 10.28%
2 30 55 104 77.46% | 81.25% | 73.33% | 83.33% | 6.48% 12.16% | 6.19% 11.71%
3 50 292 543 78.91% | 76.80% | 86.00% | 92.00% | 21.37% | 45.50% | 10.53% | 19.59%
4 50 211 346 79.02% | 78.28% | 74.00% | 90.00% | 20.06% | 33.51% | 15.41% | 25.27%
5 100 907 1153 | 74.71% | 75.31% | 94.00% | 98.00% | 60.48% | 79.24% | 28.27% | 35.94%
6 100 821 1033 | 64.95% | 61.16% | 96.00% | 100.00% | 54.87% | 77.46% | 14.61% | 18.38%

Based on the results of experiments it can be con-
cluded that the developed method allows to increase
the number of correct positive recommendations, user
space coverage, item space coverage and user interac-
tion coverage practically without reducing prediction
accuracy of a recommendation system, and in some
cases prediction accuracy even increased (experiment
number 2 and number 5). In general, the number of
useful recommendations for each user increases and
the number of users for which there are no recommen-
dations is reduced.

Conclusions

The possibility of using associative networks in
recommendation systems was explored.

The associative rule for building associative net-
works of users similarity was proposed.

The method of collaborative filtration based on
associative networks of users similarity was devel-
oped.

Series of experiments has been carried out, which
showed that the developed method increases the num-
ber of correct positive recommendations, user space
coverage, item space coverage, user interaction cover-
age, practically without changing the prediction accu-
racy. Using the developed method significantly in-
creases the number of useful recommendations, and
reduces the number of users for whom the usual col-
laborative filtering could not provide recommenda-
tions.
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Meton kos1adopaTuBHOI diabTpanii
HA OCHOBI aCOI[IAaTHBHAX MepPe:kK MoA00H KOPHCTYBaYiB

€. B. Menemxko

ITpeaqmerom BUBYEHHS y CTATTi € IIPOLEC I'eHepallii CIIUCKY PeKOMEHaLi| JuIs KopucTyBadiB BeO-caiity. MeToro € po3po-
6Ka HOBOro MeToIy KonabopaTHBHOI (inbTpalii Ha OCHOBI 1OOYOBH acOLiaTUBHUX MEpPEX MOJ00M KOPUCTYBAdiB JUISl ITi/IBH-
IIEHHS SIKOCTI POOOTH peKOMEHIaliHUX CHCTeM. 3aBIaHHsI: pO3pOOUTH METOJ KomabopaTuBHOI (iNbTpamnii Ha OCHOBI 1OOYI0-
BU aCOLIIaTUBHUX MEPEXk I107100M KOPHUCTYBauiB, pO3pPOOUTH NporpaMHe 3a0e3NedeHHs IUIs TECTYBaHHs JAHOTO METO.y, IPOBec-
TH SKCIEPUMEHTH Ha PO3pOO0JIEHOMY IPOrpaMHOMY 3a0€3I€UeHHI /Ul NepeBipKH eEeKTHBHOCTI 3aCTOCYBaHHsS PO3pPOOJIEHOro
METOJy, BU3HA4YEHHS AKOCTI Horo poOOTH Ta NOPIBHIHHS JaHOIO METOAY 31 CTaHJapPTHUM METOJOM K0sabopaTUBHOI (iibTpartii.
BuxopucroByBaHUMH MeTOJAaMHU €: Teopis rpadis, MaTeMaTHYHA CTATUCTHKA, TEOPis alrOPUTMIB, 00’ €KTHO-OPi€HTOBAHE IPO-
rpamyBaHHs. OTpyMaHi Taki pe3yJbTaTH: PO3po0JICHO METO] K0IaObopaTUBHOI (inbTpalii Ha OCHOBI MOOYIOBH acOLiaTHBHUX
Mepex 01001 KOPHUCTYBaviB, pO3poOJICHO porpaMHe 3a0e3reueHHs IS peati3amnii JaHOro METOy, POBEICHO EKCIIEPUMEHTH
Ha po3po0JICHOMY IPOrpaMHOMY 3a0e3IeUeHHi Ul TeCTyBaHHS po3poOieHoro Merony. BucHoBku. Jlocmi/keHO MOXKIMBICTh
BUKOPHCTaHHsI aCOLIaTUBHUX MEPEX Y PEKOMEHIALIHIX crcTeMax. 3alpollOHOBAHO acOLliaTUBHE NPaBUIIO 11 MOOYI0BHU aco-
LIaTUBHUX Mepex Nojo0u KopucTyBadiB. Po3pobieHo Merox xonabopaTHBHOI (iibTpalii Ha OCHOBI acOLIaTHBHUX MEpPEXK IO-
100K KOPHUCTYBauiB, KU MOXHa 3aCTOCOBYBATH UL IiABUIIEHHS SIKOCTI poOOTH pexkoMeHnaliiHoi cucremu. IIpoBeseHi Ha
po3pobIeHOMY IIPOrpaMHOMY 3a0€3Ie4eHH] eKCIePUMEHTH I10Ka3aly, 10 po3poOIeHHI MEeTO CYTTEBO IiJBMILYE TaKi MOKa3-
HHUKH pOOOTH PEKOMEHIALiIIHOI CHCTEMH, SK MOKPHUTTS IPOCTOPY KOPUCTYBAdiB, OKPUTTS KaTaJOr'y, IIOKPUTTS B3a€MOZIi 3 KO-
pHUCTYBauaMH, Ta J03BOJISE CTBOPIOBATH OUIBII AKICHI CITMCKM PEKOMEHIALi KopUcTyBayaM BeO-CaliTiB.

KawuoBi ciroBa: pekoMeHnamiitHi cucremMu; konabopaTuBHa QiTbTpalisy; acoliaTHBHI Mepexi; KoedillieHTH o100u.

Merton ko/s1a00paTHBHON GUILTPAMHA
HA OCHOBE ACONMATHBHBIX ceTel MOI00Us MOJIb30BaTe el

E. B. Menemko

IIpeaqmerom u3ydeHHs B CTaTbe SBJIETCS IPOLECC I'eHEpalMM CIMCKA PEKOMEHJALMH Ul Moib3oBareliell BeO-caiTa.
Heabto sBisieTcss pa3paboTka HOBOrO MeTola Ko/u1abopaTHBHOW (DMIbTpalMKM Ha OCHOBE MOCTPOCHUS aCCOLMATUBHBIX CeTel
10/100UsI MOJIb30BATENEH JUIS IOBBIICHHS Ka4ecTBa paOoThl PEKOMEHIATEIbHBIX CUCTEM. 3aJada: pa3padoTaTh METO KomIabo-
PAaTHUBHOH (UIBTPAIMM HAa OCHOBE IIOCTPOCHMS ACCOLMATHUBHBIX CeTel MomoOus mosb3oBarelnied, pa3padoTaTh MPOrpaMMHOE
obecrieyeHre sl TECTUPOBAaHUS JAHHOIO METOJa, NPOBECTH HKCIEPUMEHTHI Ha pa3pabOTaHHOM IPOrPaMMHOM 00eCreUeHHU
JUIS IPOBEPKHU 3G (EKTUBHOCTH IPHUMEHEHUS pa3pab0TaHHOrO METO/IA, OIPEEICHUsI KauecTBa ero paboThl M CPAaBHEHUSI JaHHOTO
METOZIa CO CTaHIAPTHBIM METOJOM KoiutabopaTuBHOH (uibrparuu. Mcnonab3yeMbIMH MeTOZAMH SBILIOTCA: Teopust rpados,
MaTeMaTH4yecKas CTaTUCTHKA, TEOpHsl aJFOPUTMOB, 00BEKTHO-OPMEHTUPOBAHHOE HporpaMmupoBanue. IlomydeHs! ciemyromme
pe3yJbTaThl: pa3paboTaH MeTo/ KoJu1abopaTUBHON (riIbTpauuy Ha OCHOBE MOCTPOSHUSI aCCOLIMATUBHBIX CETeH IOI00MS 110Ib-
30BaTeNei, pa3paboTaHo POrpaMMHOe 0OeciedeHHe Il peau3allii JaHHOI0 METO/a, IIPOBE/ICHBI SKCIIEPUMEHTHI Ha pa3pabo-
TAQHHOM IIPOrPaAMMHOM OOECIICUCHHUHU IS TECTHPOBaHUs pa3paboTaHHOro merona. BeiBoawl. VccienoBaHa BO3MOXKHOCTb HC-
I0JIb30BaHUS aCCOLMATUBHBIX CeTel B PEKOMEHIATENbHBIX cucTeMax. [Ipe/yIosKeHO accOLMaTUBHOE MPaBUIIO JUIS TIOCTPOSHUS
acCOLMATUBHBIX ceTell nmopodus nomnp3oBareseid. Pazpaboran Metoxn komnabopaTUBHON GMIBTPALIMU HA OCHOBE ACCOLMATHBHBIX
cerei mono0us MoIb30BaTeNeil, KOTOPbIH MOJKHO HMPUMEHSTH JUIS TOBBIIICHUS KauecTBa pabOThl PEKOMEH/ATENbHBIX CHCTEM.
IIpoBeneHHbIe Ha pa3pabOTaHHOM IPOrPAMMHOM OOECIICUEHHH SKCIIEPUMEHTBI MOKa3alu, YTO pa3pabOTaHHBIH MeTo[ CyllecT-
BEHHO IIOBBIIIACT TAaKHE I0Ka3aTeld paboThl PEeKOMEHIATEIbHOW CHCTEMBI, KaK MOKPHITHE MPOCTPAHCTBA IOJIB30BATENEH, 10-
KpbITHE KaTaJlora, HOKPhITHE B3aUMOJCHCTBUS C IOJIb30BATENISIMH, U NO3BOJIET CO3aBaTh OoJee KaueCTBEHHbIE CIIMCKU PEKo-
MEH/IallUH 110J1b30BaTeIsIM BeO-CaliTOB.

KaroudeBble c10Ba: peKOMEHIATENIbHBIE CUCTEMBI; KoJu1abopaTiBHAs (HHIBTPALMS; aCCOLMATUBHBIE ceTH; K03 dHLH-
€HTEHI [10100MsI.
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