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STABILITY EVALUATION BASED ON THE SUSTAINABILITY TRIANGLE
APPLICATION FOR TRANSFER FUNCTIONS ABOVE 2™” ORDER

This research subject represents the transfer function of a system above the second order. Research goal: to simplify
the system stability assessment process for transfer functions higher than second order based on the stability triangle and
inequations of the transfer functions coefficients’ acceptable values. Task: to simplify the system stability assessment; to
investigate the characteristic equation and determine limiting inequations. Methods used: Jury stability criterion, the
analytical method for stability determining the when graphical representation used on the stability triangle basis, the
characteristic equation analytical solution, and mathematic modeling. The following results have been obtained: the
maximum permissible coefficient values are found, as well as limiting inequations for the transfer function coefficients.
Found are the correlation coefficients between the easily determined maximum theoretical values of these coefficients
and their practical values, the correction coefficients’ functional dependences being obtained. Conclusions: based on the
research done to estimate the coefficients’ boundaries for frequency-dependent components above the second order,
necessary is to determine the characteristic equation coefficients maximum values multiplying them by the correction
coefficients obtained at this research issue.

Keywords: Jury criterion; characteristic equation; stability boundaries; limiting inequations; frequency-dependent

component above second order.

Introduction

The specialized computer, programmable mobile
and robotic systems are functioning under difficult and
unpredictable conditions that imply the need to
restructure the system components transfer functions’
coefficients [1-5]. Therefore, we face a problem when,
prior to start the adjustment, it is necessary to evaluate
the system stability while ensuring its new condition, by
changing the system components transfer functions’
coefficients [6-9]. For first and second orders transfer
functions, this problem is solved easily, but when
transfer functions above the second order, it is not a
simple one [8—10].

The research aim is to simplify the process of
system stability assessment for transfer functions higher
that second order on the basis of stability triangle and
inequations of transfer function coefficients’ allowable
values.

Research results

In most stability problems, considered is the
system characteristic equation:

n .
D(z) = Zbl-zn_l ,
i=0
where b; - denominator coefficients at the system

transfer function (in most cases, by =1, n- system
order.

To assess the n-th order system stability is
possible using the Jury criterion, according to which
satisfied shall be the characteristic equation’ inequations
of the form [10]:

D(1) > 0; (-1)" D(~1) > 0. (1)

This criterion works well with the system transfer
function constant coefficients, and the restructuring of
one or several coefficients involves problems arising. So
we have to find these coefficients limits to ensure
stability.

For a second-order system, whose transfer function
has the form [10, 11]:

ap+ alz_l + azz_2

Hy(2)= = -
1+bz +byz

The characteristic equation is equal to
D(z) = 2 +bz+b,.
In this case, from (1) we can write:
1+5 +b, >0;
1-by+by, >0.

Then in coordinates (by,b,) we can find the
stability triangle forming lines

b2 >—1- bl N
bz >—1+ bl .
However, this triangle has no upper boundary
b2 max *
So next, we consider the variance with
characteristic equation complex - conjugate roots
21 = et/ (2)

where o - modulus (|a| <1), ¢ - argument.

It should be noted that the frequency-dependent
components at computer systems above the first order
contain complex-conjugate roots, for example, filters.
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Then, based on the Viet theorem, we can write
down [12]:

+2y ==by;
{Zl ) ] 3)

z1-25 =by.
Substituting (2) into (3) we shall get
Z1+zy = oc(ejd) +e_j¢);
Zyzy = ae’® -(oce_jd’).

Based on the Euler formula and the rules of
complex numbers operation, we obtain

{zl +2zy =20cos ¢ = —by;

Z1°2Zp =(X,2 =b2.

then by .x <1, with respect to |oc| <L

Based on the obtained relations, we can therefore
build a stability triangle, Fig 1.
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Fig. 1. Stability triangle for second order transfer function

The stability triangle limits the denominator
coefficients’ values at transfer function of the second
order [11, 13]. This means that the transfer function
characteristic equation roots

D(z) =72 +bz+b, =0,

will be located inside the unit circle on the Z-plane.

To assess the stability of tunable transfer functions
above the second order, necessary is to solve the
corresponding algebraic equations. However, we thus
suggest the following procedure. Let we consider the 5™
order characteristic equation, which has the following

form:
D(z) = z +blz4 +b223 +b322 +byz+bs.
Then by the Juri criterion we can write

1+b +by + b3 +by +b5 >0;
1—bl +b2 —b3 +b4 —bs > 0.

Combining the odd and even coefficients
respectively
dl = bl +b3 +b5;
d2 = b2 + b4.

We get that lines forming the stability triangle will
have the form

1+d;+d, >0; dy >-1-d;
T
1—dl+d2 >0 d2 >—1+dl.

In coordinates (d;,d,) We again do not observe

the stability upper limit, which by analogy can be found
from the Viet theorem and Euler formulas, taking into

account theroots zy =a, zj5 = Beijd’, 234 = yet /v
a+2[Bcosd+ycosy]=—b;
[32 +y2 +20(Bcosd+7ycosy)+4Bycoshpcosy =by;
och + ocy2 +4aPycosdcosy +

+2Py[Bcosy +ycos§] = —bs;
2a[32y cosy + 20c[3y2 cosd+ B2y2 =by;
oc[32y2 =—bs.

Based on these equations, we can find limiting
inequations for both the coefficients and the sum of
even and odd coefficients:

-3<-b <5;
-6 <b, <10;
-2 < —by <10;
-3 <by <5
0<bs <1

-9< dl <16,
and
-6<d, <15.

The results obtained allow us to construct a
stability triangle in the coordinates (d;,d, ), Fig.2 .
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Fig. 2. Stability triangle for the fifth order transfer function
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The resulting ratio allow generalisation. Based on
the analysis of the characteristic equation coefficients’
maximum values in the worst case, we can specify that
these values are determined by the combination
formulae [12]:

m _ n!
n

S 4
ml(n—m)! @
where the characteristic equation order (or the
frequency-dependent component transfer function
order),

n, m— coefficient number,

C,' — coefficient value, for example, for the fifth

order equation coefficient
b3 = Cg .

Thus, it is possible to calculate the coefficients’
maximum values for all characteristic equation
coefficients at any order of the transfer function.

Studies and analysis of the stability triangle upper
boundary of the, determined by the sum of even
coefficients, showed that it can be calculated on the
basis of relation

dymax = 2" —1,

where n— the characteristic equation order (or the
frequency-dependent component transfer function
order).

Having analyzed the computer system frequency-
dependent components transfer functions of orders
above second we revealed that the obtained estimates
are higher than the coefficients’ possible values in the
entire frequency range, as demonstrated with Fig. 2,
representing the stability triangles of theoretical
calculations using formula (4) and their experimental
verification.
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Fig. 3. Graph of the correlation
between the coefficients’ largest values
and the maximum values obtained
for the digital Butterworth filters

In this case the theoretical assessment can be
considered as the upper limit of the characteristic
equation coefficients, which is overrated, but can be
easily calculated.

The study of correlation between the largest values
of coefficients obtained experimentally and the
maximum theoretical values of various computer
system frequency-dependent components above the
second order, using the digital filters example, showed
that there exists some dependency on the order,
Fig. 3-7.

These dependencies can be considered as
correction factors depending on the order # |

The dependences obtained appearing on the graphs
Fig. 3-7 are well approximated by power equations:

— for Butterworth filters:

Ky (1) = 45",

where A4=0,6516; B=-0,2;
— for Chebyshev filters, Chebyshev inverse and
elliptic filters:

K(n)=Cn®> +Dn+E,

where the coefficients C , D and E values are
summarized in Table 1.

Based on Table 1 data, some coefficients values
can be neglected and the resulting equations are
approximated by dependencies:

— for Chebyshev, Chebyshev inverse and odd-

order elliptic filters:
K(RP)=F-RP*+G-RP+H.; (5)
- for even order elliptic filters:

K{(RP)=J-In(RP)+ L. (6)

s RS-7dB - -
. RS=3dB ‘

Fig. 4. Graph of the correlation between the highest
coefficient values and the maximum values obtained
for inverse digital Chebyshev filters at various
oscillation levels in the attenuation band RS
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Fig. 5. Graph of the correlation between the highest coefficient values and the maximum values obtained
for digital Chebyshev filters a) odd order sequence, b) even order sequence
at different oscillation levels in the RP passband

Fig. 6. Graph of the correlation between the highest coefficient values and the maximum values obtained
for the elliptic digital filters a) odd order sequence, b) even order sequence at different oscillation levels
in the RP passband and attenuation band RS =11 dB

Fig. 7. Graph of the correlation between the highest coefficient values and the maximum values obtained
for the elliptic digital filters a) odd order sequence, b) even order sequence at different oscillation levels
in the RP passband and attenuation band RS = 15 dB
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Table I — Value of the approximation dependencies’ coefficients

Chebyshev filter Inverse Chebyshev Elliptic filter
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Table 2 — Dependencies approximation coefficients’ values
Coefficient
Filter type Filter order =
F G H J L
odd -0,0034 -0,1426 0,8935 - -
Chebyshev
even 0,1429 1,3429 -0,4 - -
Inverse Chebyshev - 0,0082 0,0165 0,8465 - -
odd, RS=11 0,0018 -0,0926 0,7492 - -
odd, RS=15 0,0027 -0,1148 0,7395 - -
Elliptic
Even, RS=11 - - - 0,1283 0,7782
Even, RS=15 - - - 0,1223 0,7627
. correction factors determined by equations (5-6)
nclusion )
Conclusio depending on the type of frequency-dependent
Thus, to estimate the coefficients variation components (filters). The obtained values represent the

boundaries for frequency-dependent components above
the second order, necessary is, based on formula (4), to
determine the characteristic equation coefficients’
boundary values and multiply those values by the

components’  stability boundary at denominator
coefficients’ change. This greatly facilitates the stability
evaluation when rebuilding the component transfer
function’s coefficients.
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Oninka cTabiJILHOCTI HA OCHOBI 3aCTOCYBaHHSI TPUKYTHHKA CTA0LILHOCTI
IS epefaBaIbHUX QYHKIIH BHIIE APYToro NopsiaKy
I'. B. Vxina, B. C. Cursikos, K. O. Iy

IIpenMeToM MOCTIKCHHS € TiepelaBaibHa (YHKIS CHCTEMH BHINE IPYroro mopsaky. Mera po6OTH: CIIPOIICHHS
MPOLIECY OL[IHKU CTiHKOCTI CUCTEMH ISl IepeJaBaibHUX (PYHKIIH BHIIE APYroro MOpsAKY Ha OCHOBI TPUKYTHHKA CTIMKOCTI i
HEPIBHOCTEH JIONYCTUMHUX 3HA4Y€Hb KOE(ILI€HTIB HepeaaBaabHuX (QYHKIIH. 3aBAaHHs: CIIPOCTUTH OLIHKY CTIMKOCTI CHCTEMH;
JOCNIITUTA XapPaKTEPUCTHUUYHE DPIBHAHHS 1 BH3HAYUTH OOMEXKYIOYi HEpiBHOCTI. MeTomm, SKi BHKOPHUCTOBYBAIHCH: KPHUTEpPiil
crifikocti JIkypi, aHaITHYHANA METOA JUIA BU3HAYCHHS CTIHKOCTI NMPH BUKOPUCTAHHI rpadiqHOro MpEACTaBICHHS Ha OCHOBI
TPUKYTHUKA CTIMKOCTI, aHAJITUYHE PINICHHS XapaKTEPUCTHYHOIO PiBHSHHS, MaTEMaTUYHE MOJEIIOBaHHSA. OTpUMaHI HACTYITHI
pe3yJabTaTH. 3HalIeHO MaKCHMajIbHO JOIMYCTUMI 3HAYEHHS KOS(II[i€HTIB, a TaAKOX HEPIBHOCTI, 5IKi OOMEXYIOTh KOe(Dil[ieHTH
nepeaaBaibHOl (DyHKINT. BUsSBICHO KOS(IIIEHTH BiIOBIIHOCTI MiXK MAKCUMAJILHIMH TEOPSTUIHUMH 3HAYCHHSIMHU KOS(IIiEHTIB,
[0 JIEFTKO BU3HAYAIOTHCS 1 MPAKTHYHUMH iX 3HAYCHHSIMHM, OTPUMaHi ()YHKIIOHAJIbHI 3aJI€)KHOCTI KOPHUI'YBaJbHUX KOE(DII[i€HTIB.
BucnoBku. Ha ocHOBI nipoBeieHOT poOOTH /ISt OLIIHKK MEK 3MiHHM KOS(iLli€HTIB 4YaCTOTHO-3aJIEKHUX KOMITIOHEHT BUIIIE JPYroro
HOPSIIKY HEOOXiZHO BHM3HAYUTH MAKCUMAJIbHI 3HAUCHHS KOE(IL€HTIB XapaKTepUCTHYHOIO PIBHAHHA 1 IOMHOXHTH IX Ha
KOpUTr'yBallbHI KOe(iLlieHTH, OTPUMaHi B Pe3yJIbTaTi IPOBEACHUX JOCIiIKEHb.

KawuoBi caoBa: xpurepiii JKypi; XapakTepHCTHYHE DIBHSHHS; MEXI CTIHKOCTi; HEpiBHOCTI, IO OOMEXYIOTb;
YaCTOTHO-3aJIEXKHUI KOMIIOHEHT BUIIE APYIOro HOPSIIKY.

OueHka yCTOHYHMBOCTH HA OCHOBE NIPMMEHEHHUS TPEYroOJIbHUKA YCTOHYNBOCTH
IJIsl IepeAaTOYHbIX (PYHKIMI BbIle BTOPOI0 NOPSAJKA

A. B. Vxuna, B. C. Curnuxos, K. A. ITyny

IIpeqmerom wuccienoBaHus sBISIETCS IepenaTodHas (yHKIMsS cHCTeMbl Bbllle Broporo mnopsnka. Lleas padorsi:
YIIPOILEHUE MpoLlecca OLEHKH YCTOWYMBOCTH CHCTEMbI Ul HEpelaTOYHbIX (DYHKIMH BbIIIE BTOPOrO IOPsJIKa HAa OCHOBE
TPEYroJIbHUKAa YCTOMYMBOCTH M HEPABEHCTB JIOIYCTUMBIX 3HaueHMH koddduumeHroB nepenarounbix ¢(yHkiuil. 3aganme:
YIPOCTUTH OLEHKY YCTOHUMBOCTH CHCTEMBI; HUCCIEI0BATh XapaKTEPHCTUYECKOE YPABHEHHE U ONpPENEIHTh OrpaHHIHMBAIONINE
HEpaBEeHCTBA. VICTONBb3yeMBIMH METONAMH  SBIAIOTCA: KPUTEPHH yCTOMYMBOCTH JKypH, aHAIMTHYECKUH METON K
OIPE/EICHUI0 YCTOWUYMBOCTH TP HCIONB30BAHUU TPpaUuecKkoro MpeJCTaBICHUs] Ha OCHOBE TPEYroibHHKAa YCTOMYMBOCTH,
aHAJIMTUYECKOE PELICHHE XapPaKTEPUCTHYECKOTO YPaBHEHMs, MaTeMaTHieckoe Monenuposanue. Ilomydensl cnenyromue
pe3yiabTatbl. HalizieHbl MakcHMalbHO JOMYCTUMBIE 3HAYEHHS KO(QUIMEHTOB, a TaKkKe OrpaHUYHBAIOIIME HEPABEHCTBA IS
ko3 dunmenToB nepenarodHoid QyHkuuH. BbisBiIeHB! KOA(DGUIMEHTH COOTBETCTBMSA MEXIY JIETKO OIpeensieMbIMU
MaKCHMAaJIbHBIMH TEOPETHYECKUMHU 3HAUCHHUs KO3(QQUIMEHTOB U NPAKTUYECKUMH MX 3Ha4YEHWH, MOIydeHbl (yHKIOHAIbHbIC
3aBHCHMOCTH KOppeKTUpyromux kodddunuenros. Beioasl. Ha ocHoBe npoBejeHHOI paboTh A1 OLIEHKU IPAHUL] U3MEHEHUS
K03()(DULIMEHTOB YaCTOTHO-3aBUCHUMBIX KOMIIOHEHT BBIIIE BTOPOrO MOpsAAKA HEOOXOIMMO ONpPEAENUTh MaKCHMAallbHbIE
3Ha4YeHUsA KOIP(QUIMEHTOB XapaKTepPUCTHYECKOr0 YpaBHEHUs M YMHOXKHTb HX Ha KOppeKTHUpyromue Ko3((HUIHMEHTbI,
MOJTy4EHHBIE B PE3YIbTATE NPOBEAEHHBIX HCCIEOBAHUMN.

KamoueBblie cioBa: KpI/ITepI/Iﬁ I[)Kypl/l; XapaKTEPUCTUICCKOC YPAaBHECHUEC, 'PAHUIIbL yCTOﬁ‘-IHBOCTH; OrpaHU4YUBaArONINe
HEPABEHCTBA, YaCTOTHO-3aBUCHMBIH KOMITOHCHT BBIIIIC BTOPOro Inopstaka.
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