Advanced Information Systems. 2018. Vol. 2, No. 3

ISSN 2522-9052

UDC 004.932

doi: 10.20998/2522-9052.2018.3.02

K. Dergachov, L. Krasnov, O. Cheliadin, A. Zymovin

National Aerospace University — Kharkiv Aviation Institute, Kharkiv, Ukraine

ADAPTIVE ALGORITHMS OF FACE DETECTION AND EFFECTIVENESS
ASSESSMENT OF THEIR USE

Subject of research is the detection and recognition of faces. The purpose of this work is creation of modified algorithms
of face detection, which are providing automatic brightness stabilization of the analyzed image regardless of brightness
level. A technique is proposed for assessing the effectiveness of their work in comparison with the classical algorithm.
Research methods. We will dwell in more detail on the first part of the problem — face detection and recognition. In the
meantime, the most popular method used for searching the face area on an image is the Viola-Jones method, which is
popular because of its known high speed and efficiency. It is based on an integral image representation, on the method of
constructing classifiers based on adaptive boosting algorithm (AdaBoost) and on the combination classifiers in cascade
structure method. The Viola-Jones method is firstly using cascades of wavelets (primitives) - Haar features. All of the
above made it possible to build a face detector that works in real-time with a fairly high quality. However, there are a lot of
disturbing factors, which are limiting the efficiency of such algorithm work. The major of them are spacial face position
ambiguity on the analised image and poor quality of stage lighting. The results of the study. The adaptive algorithms of
face detection and recognition on digital images and video sequences in real-time, based on the Viola-Jones method, are
suggested. An automatic stabilization of frame brightness is additionally added to the classical structure of such algorithms
to compensate an effect of changes in the stage illumination level on quality of face detection. The structure of the
algorithms is described and the software developed in Python programming language for a face detection and recognition
using OpenCV library resources. Video data is processed in real time. An original method for the efficient estimating of the
algorithm based on the criterion of the maximum probability of faces and their main elements (eye, nose, mouth) correct
detection is proposed and implemented programmatically. The results of work of classic and suggested algorithms are
compared. The examples of work and testing of software are given. Conclusion. The use of the obtained results allows to
improve the quality of work and the reliability of the results when recognizing faces in different systems.

Keywords: face detection and recognition; the Viola-Jones method; an automatic stabilization of frame brightness; the
probability of face and its main elements correct detection.

Introduction

Practical needs in face recognition are constatly
increasing in different fields. The examples of the above
are: security and face-control in the segment of mass
social events and entertainment, search of potentially
dangerous visitors suspected in terrorist intenstions,
bank cards and electronic payment verification and a lot
of other actual and useful tasks. All of these is
permanently attracts an attention to the fundament task
of computer vision — veracious face detection and
recognition on digital images and video sequences in
real-time. It is necessary to steadily increase the quality
of video data processing and improve face detection and
recognition algorithms in complicated conditions.

Face detection process is generally divided in two
parts: a face search and recognition on an image and
comparing found face with faces stored in databases. In
our work, we will dwell in more detail on the first part
of the problem — face detection and recognition. In the
meantime the most popular method used for searching
the face area on an image is the Viola-Jones method [1,
2], which is popular because of its known high speed
and efficiency. The essence of the method is widely
known. It is based on an integral image representation,
on the method of constructing classifiers based on
adaptive boosting algorithm (AdaBoost) and on the
combination classifiers in cascade structure method.
The Viola-Jones method is firstly using cascades of
wavelets (primitives) - Haar features, representing a
breakdown of a given rectangular area into sets different
types of rectangular subregions. All of the above made

it possible to build a face detector that works in real-
time with a fairly high quality. However, there are a lot
of disturbing factors, which are limiting the efficiency
of such algorithm work. The major of them are spacial
face position ambiguity on the analyzed image and poor
quality of stage lighting.

The purpose of this work is creation of modified
algorithms of face detection, which are providing
automatic brightness stabilization of the analyzed image
regardless of brightness level. A technique is proposed
for assessing the effectiveness of their work in
comparison with the classical algorithm.

Methods and tools for constructing
new algorithms

Let’s consider the methods for solving the task and
the means involved.

Using tools. When creating algorithms, the authors
used the Python programming language and OpenCV [3,
4] library resources. This choice is due to open access to
the software products and their compatibility with
operation systems, such as Windows, Linux and Android.
In this approach, the work of algorithms is easily
implemented on a single-board computer Raspberry Pi.
The peculiarity of writing codes in Python is the formation
of the necessary programming capabilities by connecting
external libraries. To solve our task, the imported resources
of the OpenCV [6] library are relatively small:

import cv2,

import numpy as np

import matplotlib.pyplot as plt

import matplotlib.patches as mpatches.
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The number of programming resources being used
does not have a significant load on the processor and
creates good prerequisites for processing data in real-
time. For a significant increase in the speed with the
processing of video data, all the basic procedures are
implemented using standard OpenCV library functions,
optimized by the library developers even at the stage of
their creation.

Stabilizing the contrast of video data. Detection
and registration of individuals faces using various video
sensors usually occurs against a background of various
types of interference with a constant dynamic change in
the background of the observed scene. One of the
dominant negative factors is variability of illumination.
Note that this can be both rapidly changing lighting
conditions, as well as its slow changes due to, for
example, the onset of twilight. All this leads to poorly
controlled variations in the contrast of the frames, and,
consequently, to a deterioration in the quality of
processing. Recall that the brightness values for video
data is usually changing in the range of numbers
0 +255. This corresponds to the uint8 data format. To
overcome these difficulties (poorly controlled changes
in the contrast of the frames depending on the
illumination), the authors suggested the original video
sequence from the RGB color space to be converted into
the YUV space using the function

img_yuv = cv2.cvtColor
(img, cv2.COLOR_BGR2YUV).

The range of RGB values is [0 + 255] for each
component, and for the YUV color space, the ranges

e Y —[0=255];

o U [-112+112];

o V- [-157 = 157].

A distinctive feature of the YUV color space [5] is
that it uses an explicit separation of information on
brightness and color. Color is represented as three
components - brightness (Y) and two color difference
(U and V).

After the RGB frame of the video sequence has
been transferred to the YUV color space, an
equalization procedure (enhancement of the contrast) of
only the Y component with the function

img_yuv[:,:;,0] =
cv2.equalizeHist(img_yuv[:,:,0]),
and then the frame is converted back from the YUV
format to the RGB format
img_output=cv2.cvtColor
(img_yuv,cv2.COLOR_YUV2BGR).

In this case, the color balance remains unchanged,
since the color difference components U and V were not
transformed.

Note that the transition from the RGB color space
to the YUV space makes it easy to estimate the average
level of brightness of the frame by component Y. The
most objective and stable indicator in our opinion is MB
(Medium Brightness), which is calculated as

LS Y ()
MB=——. Y(i,j
M-N i=0 j=0

where Y(i,j) is a two-dimensional array of numbers that
determine the brightness of pixels of a M xN frame
image. This indicator is all the more useful because at
low levels of frame brightness in video surveillance
systems for face recognition it is convenient to use the
procedure of its comparison with a preset threshold for
automatic switching on / off of the scene illumination
system. However, the use of the indicator of average
brightness MB causes significant difficulties. In the
OpenCV library, there is no optimized function for
calculating the normalized average brightness of
images, and cyclic summation of pixel brightness
indicators throughout the frame (especially large ones)
too slows down the algorithms and does not allow
processing in real-time. Therefore, in the proposed
algorithm, this indicator is not used, and control of the
level of illumination of the stage is carried out
adaptively on the basis of other indicators, the work of
which will be described below.

Thus, the use of the equalization procedure ensures
alignment of the brightness distribution histogram and
brings the average brightness indicator of the image to
the value (MB = 127) regardless of how this indicator
was for the original image. This makes it possible to
stabilize the level of average brightness of the frames,
and consequently, to simplify the adjustment of the
devices' parameters for detecting faces and their main
elements (eyes, nose, mouth). Such processing makes
the algorithm more resistant to external factors. An
example of usage the equalization procedure in the
process of face and eyes detection is shown in Fig. 1.

] Color input image

ﬂ‘ﬁ ] Histogram equalized ﬂ‘iﬂ‘

B 33 filter

Fig. 1. Input image — histogram equalized — image after
filtration — output image after recognition

Face detection and recognition based on the
Viola-Jones method. As noted earlier, most modern
recognition systems for searching and selecting faces
are oriented to the use of the Viola-Jones method, which
is based on the integrated representation of the image,
the construction of classifiers based on the adaptive
boosting algorithm, and the creation of classifiers in the
form of a cascade structure. The most time-consuming
process is learning the Haar cascades using the
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AdaBoost machine learning algorithm. However, at the
present time for Haar cascading classifiers there is a
large number of already trained cascades, including the
standard supply of the OpenCV library. Its installation
package contains a whole set of ready-trained classifiers
stored as files with an extension “.xml”. In this set there
are classifiers, both for face searching, and for its
separate parts (eyes, mouth, nose) searching.

When synthesizing recognition algorithms, the use
of standard (pre-trained) classifiers is most productive.
In this regard, we consider it appropriate to provide a
list of the main pre-trained classifiers for reference:

« haarcascade_eye_tree_eyeglasses.xml;

e haarcascade_fullbody.xml;

o haarcascade_mcs_lefteye.xml;

e haarcascade_profileface.xml;

« haarcascade_eye.xml;

« haarcascade_lefteye 2splits.xml;

e haarcascade_mcs_mouth.xml;

« haarcascade_righteye 2splits.xml;

e haarcascade_frontalface_alt2.xml;

« haarcascade_lowerbody.xml;

e haarcascade_mcs_nose.xml;

e haarcascade_smile.xml;

« haarcascade_frontalface_alt_tree.xml;

« haarcascade_mcs_eyepair_big.xml;

« haarcascade_mcs_rightear.xml;

e haarcascade_upperbody.xml;

e haarcascade_frontalface_alt.xml;

e haarcascade_mcs_eyepair_small.xml;

« haarcascade_mcs_righteye.xml;

« haarcascade_frontalface_default.xml;

e haarcascade_mcs_leftear.xml;

e haarcascade_mcs_upperbody.xml.

Without dwelling in detail on the purpose and
properties of individual classifiers, we note that special
interest among them are those that allow us to determine
the position of the eyes. This is a very useful procedure,
since it enables evaluation of the distance between the
pupils. This further analysis allows to eliminate factors
associated with the inclination of the head. Classifiers
trained in the search for the eyes are very sensitive to
the presence of glasses. In most cases, they fail,
especially for glasses that completely hide the eyes. In
such cases, a more effective eye detection classifier
should be used «haarcascade eye tree eyeglasses.xmly,
trained to look at the image of the eyes with glasses. It
can be used as a backup option in cases of failure in the
normal classifier.

The most effective methods are searching for the
main elements in the already selected area of the face,
as this locates the search region and shortens the
analysis time, and also significantly reduces the
probability of false positives. Selecting areas of interest
for eye, nose and mouth detection requires optimizing
the position and size of the area of interest for each
element. An example of such a partitioning of the
selected area into search zones of individual face
elements in our algorithm is shown in Fig. 2.

Dimensions of the search areas of our algorithm
were determined experimentally, but if necessary, they
can be further optimized. Note that there are two ways
of detecting the eyes - highlighting the common area of
interest for two eyes (or the search area) and searching

and detection of left and right eyes separately. In
OpenCV, the appropriate classifiers are provided for
this. Which of these methods is preferable, in our work
will be determined experimentally.

The quality parameters of algorithms work and
methods of their use. An objective criterion for the
effectiveness of any algorithm for detecting faces and
their elements in frames of a video sequence is the
probability of correct face detection, provided it is
present in the frame.

The procedure for detecting a face in the current
frame using the appropriate cascading classifier, if
successful, is completed by building a rectangle using
the OpenCV function

cv2.rectangle(frame,(x,y)(x+w,y+h),
255,0,0),2).

Successful completion of face detection in the
program code of the algorithm is necessary accompany
the appearance of the event with a logical 1; otherwise,
the appearance of a logical 0. In our work, in order to
create a stable criterion for the quality of correct faces
detection, the probability P,, which is the result of the
counting the number of successful detections in a
sliding window with the size of 100 frames and
normalized to the size of the window. At a standard
video frame rate of 30/s, the window has a time constant
of change P, approximately equal to 3.3 s. The quality
of the detector can be considered satisfactory for
P,>0,9. According to the probability value of correct
faces detection in the frame, it is easy to analyze the
influence of various factors (including changes in
illumination, geometric factors, etc.) on the quality of
the faces detection and detection algorithms.

Similarly, the probability of correct detection of
the eyes, nose, and mouth in the corresponding areas is
calculated. These indicators are calculated as the
conditional probability of such an event, provided that
the entire face is correctly detected. With confidence
that is acceptable for practical use, it is possible to
consider events of individual elements of a face
detection as an independent, and consequently, the
probability of correctly detecting all elements is
estimated as a product of these elements detection
probabilities.

To adapt the algorithms for detecting faces
proposed in our work to the conditions for changing the
external illumination of the scene, it is suggested to
organize two channels for processing video data (see the
diagram in Fig. 3). In one of them, the original video
stream is used directly for the detection of faces, and in
the second channel, it is pre-equalized to bring the
brightness of the frame to an average value. On the
outputs of both processing channels in sliding windows
with the size of 100 frames, the probabilities of the
correct detection of faces and their elements are
calculated, and then they are compared in the
comparison block. Depending on the sign of the
difference in probability 4P, with the help of the
feedback loop, the results of detecting faces from the
channel in which the lighting conditions are more
comfortable for the operation of the face detection
algorithm are transmitted to the system output.
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Fig. 2. Zones for searching faces and their elements in the frame (coordinates of individual search zones)
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Fig. 3. Generalized structure of the adaptive algorithm for detecting faces

According to the authors, this method of adaptation
to changes in scene illumination is much better than the
method for estimating the average brightness of the MB
frame, since its use does not impose significant
restrictions on the processing speed of video data.

Practical implementation of algorithms

Working versions of the face detection algorithms
were created taking into account the approaches and
resources described above. The task was to find faces,
eyes, nose and mouth. In this case, eye detection was
carried out in two ways - using a classifier to detect the
eyes in the general search area and the classifiers of
separate detection (the right and left eyes separately).
Next, compare the two methods in terms of the
probability of eye detection.

To save resources and simplify the implementation
of algorithms, our project used a set of pre-trained Haar
cascading classifiers for the corresponding facial
elements imported from the OpenCV library. It is worth

recalling the need to place these classifiers in the root
folder of Python. This helps to avoid errors in finding
ways to access them and speed up the processing of the
original data. The set of these classifiers is the next:

e face_cascade =
cv2.CascadeClassifier(‘haarcascade_frontalface_default.xml')

e eye_cascade = cv2.CascadeClassifier('haarcascade_eye.xml')

e right_eye_cascade =
cv2.CascadeClassifier(‘haarcascade_righteye_2splits.xml')

o left_eye_cascade =
cv2.CascadeClassifier(‘haarcascade_lefteye_2splits.xml')

e nose_cascade = cv2.CascadeClassifier('haarcascade_nose.xml')

mouth_cascade = cv2.CascadeClassifier('haarcascade_mouth.xml")

Since the methods and tools for creating
algorithms have already been discussed in sufficient
detail, we will dwell only on the structural features of
constructing new algorithms.

Let's consider two different variants of constructing
adaptive algorithms for detecting faces and their
fragments on video sequences and assess the advantages
and disadvantages of each of them. The structural
diagrams of these algorithms are shown in Fig. 4, 5. In
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the first version, the principle of adaptation to changes in
the level of scene illumination 1is completely
implemented, based on determining the values of the
current difference in the probabilities of correct detection
of faces and their elements when using the frame
equalization procedure and without it (see Fig. 4). The
main disadvantage of this method is a noticeable decrease
in performance, since in this situation the amount of
computational operations is actually doubled. The one
shown in Fig. 5, the variant of constructing an adaptive

Yes

algorithm for searching faces in video frames is much
simpler, since the procedure for equalizing video data is
only used in those situations when, due to poor lighting
conditions in the current frame, the face detection did
not take place, despite its presence in the frame.

This approach is much more economical - the
number of calculations is almost half that of the first
version of the algorithm construction. This allows to
confidently carry out processing of video data in real-
time.

Initialize Haar cascades and
graphics entities

.
i

L4
Mo
Exit?

Output results

|

Close working windows and
stop work

v

Determine face using Haar
cascades

il

Yes

All detected areas were processed?

h 4

Capture and

return results Detect eyes using Haar cascade in

area of interest

l

Capture frame

¢ h

Face detection without
additional processing

Transform frame color from
RGB to YUV

!

Brightness equalization

!

Transform frame color from
YUV to RGB

!

Initialize filtering mask

!

Filter frame

Detect nose

'

Detect mouth

l

Display results in the video
stream window

v

Calculate successful face
detection probability with and
without equalization

v

Determine difference of
probability successfulness

v

Display probability charts

Fig. 4. Adaptation of the algorithm to lighting conditions according to the probability of correct detection of faces in the frame
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Fig. 5. A simplified version of the algorithm adaptation for detecting faces to lighting conditions

The results of detection of one or more persons condition of the frontal location of the light source of
using the proposed algorithms are shown in Fig. 6. It  the scene. A favorable geometric factor of the detection
should be noted that the most stable results of the face  procedure assumes the head inclinations are not more
and its elements detection are observed under the than 30°.

a b

Fig. 6. Results of detection of faces and their elements in the frame
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Results of experimental studies

Specific properties of algorithms for detecting
faces based on the use of trained cascading classifiers
determine the probabilistic nature of their functioning.
Therefore, the main indicator of the quality of such
algorithms in our work is considered to be the
probability of a correct detection of the face and its
elements. For clarity of the results obtained, in the first
variant of the detection algorithm construction, a special
graphic form was synthesized, inside of which, in
individual windows, the probability of detecting faces
during work without using the equalization procedure
(red curves) and using it (blue curves) for the face and
its elements (eyes, nose and mouth). In addition, in the
lower left window of this form, the current difference in
the probabilities of correct detection is displayed (when
the video frame uses equalization and does not). The
form of this generalized reporting form is clearly shown
in Fig. 7, a. Similarly, a graphical form was constructed
for the current estimation of detection efficiency and for
the second algorithm. It contains four windows that
display the current probabilities of correct detection of
the face, eyes, nose and mouth (see Fig. 7, b). These
means of visualization of current detection processes are
quite effective, but they do not answer the main
question - what is the efficiency of the algorithm in the
long analysis of the video sequence?

s Wy

Eyes detection

W Desoction success: 26 0%

Fig. 7. Windows of the current probability control
of the correct detection of faces and their elements

For a generalized evaluation of the efficiency of
algorithms, two methods are possible: qualitative
(visual) and quantitative. In the first case, a visual
observation is made of the multicolored rectangles that
limit the detected face and its elements (eyes, nose and
mouth). If the process of their drawing is perceived as
continuous, then the quality of detection can be
considered acceptable (equal to ~ 100 %). However, the
inertia of the viewer's view at a high frame rate (30/s)
does not allow visual perception of the missing frames
for detecting individual frames. This can significantly
distort the results of testing. Therefore, for quantitative
evaluation of the effectiveness in the program, a one-
dimensional array is formed for all frames of the video
sequence (1 for the fact of detection of the face in the
frame, and O for the case of missing the face), along
which probabilistic characteristics of the algorithm's
performance are constructed. However, one should keep
in mind that for this, a reliable annotated test video
sequence is needed. The simplest version of this
sequence is the video sequence, which has a face for
each detection in each frame, the lighting conditions
(front light source) are met and the geometric factor is
maintained (the head inclination is less than 30°). Of
course, you can use a more complex test video, which at
certain intervals of time, the faces in the frame are
missing. Then it becomes possible to evaluate not only
the probability of correct detection of persons, but also
the probability of false detection (detection of a person,
provided it is not in the frame).

There is a special form of a generalized evaluation
of the effectiveness of the algorithm for detecting faces
and their main elements for a video sequence of 1000
frames is shown in Fig. 8. The duration of such a
recording is ~ 33 s. For the detection procedures of all
elements, periodograms are constructed, where for each
of the N frames, 1 (if detected successfully) is placed in
correspondence and O (if not detected) of the
corresponding face element. In addition, for each
periodogram, the probability of correct detection on a
sample of 1000 frames is calculated. This form allows
us to obtain not only generalized estimates of the
detection probabilities, but also clearly shows which
frames the detection was not performed on.

To assess the effectiveness, a number of test video
recordings that meet the specified requirements were
made. Records were made in the format “.avi” with a
frame size of 480x640 pixels from a fixed camera.
Significant artifacts, due to human movement in the
frame, were excluded. The distance from the face to the
camera lens was ~ 1 m. To control the level of
illumination of the scene, when recording test video
recordings, was used a Yu-16 lux meter with a photocell
F102, which allows to fix the level of illumination with
accuracy +10% .

Since the proposed algorithms should automatically
stabilize the brightness of the frames of the analyzed
video sequence irrespective of the level of illumination,
first of all the results of the detection of persons in
records with different levels of illumination of the scene
were compared. The results of this experiment are
summarized in the Table 1. Analysis of tabular data
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showed that the probability of correct detection of
individual facial elements increases with increasing level
of illumination, provided that data processing is
performed without automatically adjusting the average
brightness of the frame. In cases where the equalization
procedure is used to adjust the brightness, the probability
of detection remains stable. In other words, with a low

.'5_'\: Figure 1

level of illumination, the efficiency of algorithms with
automatic brightness adjustment is higher, and when the
scene is brightly lit, the quality of work of both types of
algorithms is approximately the same. It is necessary to
note the high quality of the proposed algorithms, since
similar modern technical solutions provide the probability
of correct detection at the level of 95 - 97%.

Face detection

1
P 100.0%
0 : . T . N
0 200 400 600 800 1000
Eyes detection
1
N P 97.6%
0 , : N
0 200 400 600 800 1000
Nose detection
1
P 100.0%
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Fig. 8. Window for assessing the effectiveness of detection of a face and its main elements on video data

Table 1 — Performance indicators of the proposed algorithms

Scene Face Eyes Nose Mouth
illumination, | detection, | detection, | detection, | detection,
Lx P % P % P % P %
Without equalization
100 100 96,5 98,1 97,2
150 100 97,2 98,5 97,5
200 100 97,8 98,7 97,7
With equalization
100 100 97,1 98,6 97,4
150 100 97,2 98,6 97,45
200 100 97,1 98,62 97,4

In addition, a study was made of the efficiency of
the algorithms, depending on the distance of the face to
the digital video recorder.

The initial distance was 0.7 m, and the final distance
was 2.5 m. The rest of the shooting conditions were
similar to previous researches. Note that the face

detection procedure was insensitive to increasing the
distance between the face and the video camera. But if
this distance is increased by more than 1.5 m, this
results in the interruption of the detection procedure for
the facial elements (eye, nose and mouth). This
limitation is related to the relative decrease in the size of
the face in the frame, and can be eliminated by
adaptively managing its dimensions.

Conclusion

New algorithms for detecting and detecting faces
on digital images and video sequences are proposed.
They implemented the ability to adaptively adjust the
average brightness level of the frame, which allows to
improve the basic performance. Probability of correct
detection of faces for such algorithms is ~ 96%. They
are implemented in Python programming language
using OpenCV library resources.

This allowed real-time data processing. Using
these results makes it possible to improve the quality of
work and the reliability of results when recognizing
faces in different systems.
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AJaNTHBHI AJITOPATMH JETEKTYBAHHS 00JIHIYS
i oninka e)eKTMBHOCTI IX BUKOPUCTAHHSA
K. 1O. [leprauos, JI. O. Kpacuos, O. O. Uensnin, A. 5. 3umoBiH

IIpeamer moctigkeHHs! - BUSABJICHHS 1 po3Mi3HaBaHHs 0ci0. MeToro i€l craTTi € CTBOpeHHS MOM(DIKOBAaHUX aIrOPUTMIB
po3mi3HaBaHH: 0Ci0, [Ki 3a0e3Medy0Th aBTOMaTHYHY CTa01Ii3alli10 AICKPABOCTI aHAI30BaHOI0 300pPaKEHH HE3aJIeHHO Bifl PiBHS
SICKPaBOCTi. 3aIlpOIIOHOBAHO METOAMKY OLIHKM e(EeKTHUBHOCTI iX poOOTH B INOPIBHAHHI 3 KIACHYHHUM ajlroputmMoM. Meroau
gociikenns. Halinomynsphimmii MeToq, sIKHil BAKOPUCTOBYETHCS I NOIIYKY 00nacTi o0auyyst Ha 300paXKeHHi, - 1€ METOJ
Biona-/I)oHca, skuil momynsapHUil 3aBJIIKK CBOIH BUCOKIH MIBHAKOCTI 1 eekTHBHOCTI. BiH 3acHOBaHMiI Ha MojaHHI LUIICHOrO
300paxxeHHs, Ha MeToxi mNoOynoBM Kiacu(ikaTopiB Ha OCHOBI aJaNTUBHOrO aiuroputMmy npuckopeHHs (AdaBoost) i Ha
koMOiHaliHHNX KI1acudikaTopax B KACKaJHOMY CTPYKTypHOMY MeTozi. Meton Biona-/IoHC mo-nepiie BUKOPUCTOBYE KacKaau
BeHBIIETOB (MPUMITHBIB) - QyHKLIT Xaapa, 10 MPEICTaBIAOTh PO30MBKY 33/1aHOI NPSIMOKYTHOI oOJacTi Ha Ge3nidi pi3HUX THIIIB
NPSIMOKYTHHUX cyOperioHiB. Bce 1e 1103BONIMIO CTBOPUTH AETEKTOP OCOOH, KM IIPAlllO€ B PEKHMI PEaIbHOrO 4acy 3 JIO0CHTh
BUCOKOIO sKicTIO. OnHak icHye 0e3iid TPHUBOXKHHUX (HaKkToOpiB, sIKi OOMEXYIOTb €(EeKTHBHICTH POOOTH TaKOrO AIrOpUTMY.
OCHOBHHMH 3 HHX € JIBO3HAUHICTb IIPOCTOPOBOIO IOJIOKEHHS OCOOM Ha YKE 3raJyBaHOMY 300pa)K€HHI 1 HM3bKa SKiCTb
OCBITJICHHS CLEHU. Pe3yabTaTn gociifKeHHs. 3aponoHOBAHO aalTHUBHI AJITOPUTMH BUSBIICHHS Ta JIETEKTYBaHHS 00JIMY Ha
(ppPOBUX 300paXKEHHSAX 1 BiJCONOCIIJIOBHICTAX B PEXKMMI pEaJbHOrO 4acy, 3acHOBaHi Ha Meroni Biomu-Jxonca. [lns
KOMIICHCALi] BIUVIUBY 3MiH PiBHS OCBITJICHOCTI CLIGHH Ha SIKICTb BUSABJICHHS 00JIMY B KIIACHYHY CTPYKTYPY aJITOPUTMY AOJATKOBO
BBeZIEHa MpoIelypa aBToMaTuyHoi crabinizamii sickpaBocTi kaapy. OmHMcaHo CTPYKTYpPY aJTOPUTMIB i po3poOJIeHO IporpaMHe
3a0e3IeueHHs Ul po3Ili3HaBaHHs 001u4 Ha MoBi Python 3 Bukopucranusam pecypceis 6i6miorexn OpenCV. O6pobka BigeonaHnx
3[IHCHIOETBCA B pealbHOMY MaciuTabi uacy. 3alpoNOHOBAaHO 1 NPOrpaMHO peali30BaHAa OpHMIiHAIbHA METOAMKA OLIHKK
e(eKTUBHOCTI POOOTH AITOPUTMIB 3a KPUTEPiEM MAKCUMyMY HMOBIPHOCTI IPaBHJIBHOTO BUSIBIEHHS 00nMY i iX rosOBHHX
eJeMeHTiB (o4el, Hoca, poTa). 3iCTaBISIOTHCS PE3yNIbTaTH POOOTH KIACHYHOTO Ta 3aIllPONOHOBAHKMX alropuTMiB. HaBomsThcs
NPHUKIaAn poOOTH Ta Pe3yJbTaTH TECTYBaHHS IPOrpaMHOro 3abesneueHHs. BHCHOBOK. BUKOpHUCTaHHS OTpUMaHHX pe3ylbTaTiB
JIO3BOJISIE MOJIMIINTH SIKICTh POOOTH 1 HaAiHHICTb Pe3yJbTaTiB IPH PO3Ii3HaBaHHI 0Ci0 B PI3HUX CHCTEMaX.

Kaw4yoBi cioBa: BUABIEHHS i IeTeKTyBaHHS oOnmnudst; metox Biomu-/[)oHca; aBTomMaTndHa cradimizaliist sickpaBoCTi
KaJipy; KMOBIpHICTb NPABUIILHOTO BUABIIECHHS OCi0 1 IX FOJIOBHUX €JIEMEHTIB.

AZanTHBHBIE ATOPUTMBI JeTEKTHPOBAHUSA JIULL
M OLleHKA 3P (PEeKTHBHOCTH HX MCIIO0/Ib30BAHUSA

K. }O. [lepraues, JI. A. KpacHos, A. A. Yenanus, A. 5. 3umoBuH

Ipeamer wuccaenoBanmsi - oOHapyKeHHe U pacno3sHaBaHue Jin. Lleablo 3Toif cTaTbM SBISETCS CO3JaHUE
MOAN(UIMPOBAHHBIX AJTOPUTMOB PACIIO3HABAHUS JIML, KOTOpbIE OOECIICUMBAIOT ABTOMATHYECKYIO CTAOMIM3aLMIO0 SPKOCTH
aHAJM3UPYEeMOro M300pakeHHsT He3aBUCUMO OT YPOBHsI sipkocTH. [Ipeioxena MeToquka oneHKH 3p(eKTHBHOCTH nX paboTHI 110
CPaBHEHMIO C KJIACCUYECKUM anroputMoM. Meroasl uccaeqoBanusi. CaMblil NOMYISIPHBINA METOJI, UCIIOIB3YEMBIH IS ITOUCKA
o0yacTHl JHIla Ha U300pakeHHH, - 3T0 Merox Buona-J[oHca, KOTOpBIN MOMyINsipeH Ojaromapst CBOeH BBICOKOH CKOPOCTH H
s¢dexruBHocTH. OH OCHOBAaH Ha NPEJICTABICHHU IIEJIOCTHOIO M300pa)K€HHs, Ha METOJE IMOCTPOCHUs KiIacCH()UKATOpOB Ha
OCHOBE aJalTHBHOTO ajroputMa yckopenus (AdaBoost) 1 Ha KOMOMHAIIMOHHBIX KIIACCU(PHUKATOpaxX B KAaCKaJHOM CTPYKTYpPHOM
metone. Meron Buonbl-/KoHca BO-TIEpBBIX HCHONB3yeT KacKaasl BeWBIEeTOB (IPUMHUTHBOB) - (yHkumm Xaapa,
MIPE/CTaBISIOMMe Pa3OMBKY 33JaHHOM IIPSIMOYTOJIBHOM 00JIacCTH Ha MHOXECTBAa PAa3IMYHBIX THIIOB IPSIMOYTOJBHBIX
cyOpernoHoB. Bce 3T0 1mo3BONMIIO CO31aTh NETEKTOp JIMIA, KOTOPBI paboTaeT B PEKHME PEealbHOrO BPEMEHH C JIOBOJIBHO
BBICOKMM KauecTBOM. OIHaKO CYIIECTBYET MHOKECTBO TPEBOXKHBIX (DaKTOPOB, KOTOPBIE OrPaHUIMBAIOT 3P (PEKTUBHOCT PAOOTHI
Takoro anropurMa. OCHOBHBIMM U3 HUX SIBJISIOTCS JBYCMBICIIEHHOCTb IIPOCTPAHCTBEHHOI'O ITOJ0KEHU JIULIA HA aHAIU3UPYEMOM
N300paKeHUH W HHU3KOE KauecTBO OCBEUICHMs cleHbl. Pe3ynabTaTrhl mccienoBanusi. [IpeaiokeHsl alanTUBHBIE alTOPUTMBI
OOHapyXEHHUs W JETEKTHPOBAHMS JIMI Ha LU(POBBIX H300pKEHUSX M BHUIIEONOCIENIOBATEIBHOCTSAX B PEXUME PEabHOTO
BpEMEHH, OCHOBaHHbIN Ha mMerone Buomnsl-/[xoHca. [ljig koMIeHcay BIMAHKMS U3MEHEHUI YPOBHS OCBELEHHOCTH CLEHBI Ha
Ka4eCcTBO OOHApYXCHUs JIMI[ B KJIACCHUYECKYIO CTPYKTYPY QJITOpUTMa JONOJHHTEIBHO BBEIEHA IpoIeypa aBTOMAaTHUECKOU
cTabmn3amy sSpKoCTH Kaapa. OmnrcaHa CTpyKTypa aJIrOpUTMa M pa3paboTaHo MporpaMMHOE 0OeCIieueHne IS PacIio3HaBaHUs
i Ha si3eike Python ¢ wmcmonb3oBanmem pecypcoB Ombmmorekn OpenCV. OOpabGoTka BUICONAHHBIX OCYIIECTBISICTCS B
peanbHOM Maciutabe BpeMeHH. [IpeiokeHa W NMPOrpaMMHO peali30BaHa OPUTHMHAIBHAS METOHKA OLEHKH 3()(eKTHBHOCTH
paboTHI aNrOpUTMOB IO KPUTEPHIO MAaKCHMyMa BEPOSITHOCTH NPABHIBHOIO OOHApPYKEHHS JIUII M UX TIABHBIX JIEMEHTOB (IJia3,
Hoca, pta). CoIOoCTaBIISIOTCS Pe3yabTaThl padOThI KIIACCHUECKOI0 M MPE/UIOKEHHBIX anropuTMoB. [IpuBoasTest mpuMepsl paboTh
U pe3yNbTaThl TECTUPOBAHUS IporpaMMHOro obecriedeHus. BeiBoa. lcnonp3oBaHne MONY4EHHBIX PE3yJIBTATOB IIO3BOJISIET
YAY4IINTH Ka4eCTBO PabOTHI M HAaZeXKHOCT PE3yJIbTaTOB IIPH pPacliO3HABAHHU JIMII B Pa3HBIX CUCTEMaX.

KaodyeBbie cioBa: OOHapyKeHHE M IETEKTHPOBAHME JIUL@; MeTox Buonsl-J[)koHca; aBTOMaTHYECKast CTaOMIN3aLMs
SIPKOCTH KaJIpa; BEPOSITHOCTD MPaBHIILHOIO OOHAPY)KEHHS JIMI[ U MX [VIABHBIX JIEMEHTOB.
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