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MOBILE USERS’ MULTIPLE DETECTION METHOD ON THE BASIS OF
THE PARTICLE SWARM OPTIMIZATION IN THE COGNITIVE RADIO NETWORK

In the article, the object is mobile users’ multiple detection processes based on the particle swarm optimization in the
cognitive radio network. The aim of the research lies in the field of the algorithms of the mobile users’ detection of the
cognitive radio system. In addition, it lies in the area of development of the generalized algorithm PSO-NN and improvement
the method of multiple detection by using the particle swarm method and convolutional neural network and its realization. The
tasks are to develop the multiple detection architecture, the generalized algorithm PSO-NN, to realize the multiple detection
algorithm and to model PSO-NN as the algorithm of the multiple detection effectiveness for 50 mobile devices. The methods
used are mathematical models based on the principles of the organization and operations of biological neural networks,
mathematical learn models, and NP-hard algorithm theory methods. The following results were received. The multiple
detection architecture was developed, which differs from the known ones since each location is divided into the subzones. In
the different subzones, a mobile user can receive different measuring results in the same channel. Such a division can be used
for more flexible data using. Developed generalized algorithm PSO-NN differs from the known ones as it is configured more
correctly for the real conditions that inherent in the architecture of the cognitive systems. This algorithm uses particle swarm
optimization controlled by the convolutional neural network. Therefore, strict access to spectrum analysis based on mobile
users’ energy component is provided. Due to the use of the micro particle architecture and convolutional neural networks,
detection effectiveness function and global particle location are detected in a more accurate way. Further implementation of the
multiple detection algorithm differs from the known ones since after uniting the detected channel users’ matrices, only one user
is assigned to a specific channel. Such an implementation assumes more realistic search area and speed of the users’ detection
with found channels. Modeling PSO-NN as the multiple detection effectiveness algorithm for 50 mobile users has several
convolutional layers that were generalised with each other. Such architecture can be a confirmation of the fact that the neural
network chosen in a practical way completely satisfies the tasks. The modeling result showed that at 20 locations the detection
effectiveness with using the algorithm PSO-NN increased by 10% in 20 locations, by 20% in 25 locations, by 20% in 30
locations, by 20% in 35 locations, while the results did not change in 40 locations.
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class problem.

Introduction

A problem statement. In recent years, the
wireless traffic has increased significantly. The results
also stated about shortage of radio-frequency resource.
According to the current international legislation on the
fixed access to the radio-frequency spectrum, only
licensed users can use it. At the same time, when the
radio-frequency spectrum is not used, non-licensed
users cannot use the radio-frequency recourse. Such a
spectrum distribution policy leads to a low density of
the use of radio-frequency resources. To address this
problem, the technology of cognitive radio appeared [1].
When the radio-frequency channel is free, cognitive
radio allows non-licensed users to use the radio-
frequency spectrum. Thus, non-licensed users always
analyze the needed frequencies before they use radio-
frequency resources.

As the mobile devices appeared, the new
technologies emerged. One of them is analysis of big
quantity of mobile devices and computers (MCSC -
Mobile Crowd Sensing and Computing) [2]. The formal
definition is described in the following way. The new
technology of spectrum analysis allows the usual users
to enter the data that is obtained or created by mobile
devices in the datacenters with the help of cloud
technologies, about the state of its employment.

After the introduction of the MCSC technology,
mobile devices can be equipped by tracking sensor that
analyzes and measures the radio-frequency spectrum. At

the same time, the US Federal Communications
Commission decided the secondary television spectrum
users under FC (FC - fusion center) management could
use the geolocation database. FC determines the mobile
device and obtains the analysis data. For stimulating the
users for using the MCSC technology, the US Federal
Communications ~ Commission  provides  some
encouragements. Such functions and technologies are
crowdsourcing. In the research, it is provided for using
the crowdsourcing technology for the spectrum analysis
with using mobile devices, intended for the user. It is
assumed there is the datacenter for data accumulating
(FC). The factors described above and have influence
on the function of spectrum analysis take into account.
In the article, it is proved that the task of multiple
detection is the task of NP-hard class. Therefore, it is
developed the method based on using particle swarm
(PSO) for decision of these tasks. The simulation results
show algorithm realizing proposed method, supplies
higher productivity in comparison with the known
methods.

Analysis of literature. In the cognitive radio
systems, the licensed users’ activity is detected by
clearness or busyness of spectrum [3]. There are factors
such as shadow or multipath fading that can lead to the
distorted activity of the users’ mobile devices. To
resolve such problems, the spectrum analysis for the
correctness improvement of spectrum analysis is
developed [4]. In the wideband wireless system, the
users exchange compression results (CS - compressive
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sensing). In [6] the authors assume the two-level
protection scheme against interference in the cooperated
spectrum analysis. In [7] it is considered the mutual
spectrum analysis based on multiple detection with the
aim of increasing the protection ratio level. In [8] it is
considered the simultaneous spectrum analysis and data
communication, in the result of that is was proposed the
new model of the detection for the cooperative spectrum
analysis. It is envisaged the several recognition
strategies for planning the quantity of users based on the
network parameters [9]. In [10] it is proposed the
theoretic-game mechanism of the power distribution
based on the results of measuring the channel of users in
the cognitive radio network. To improve the analysis
quality, the authors consider the multichannel
recognition problem in the multichannel system [11-13].
These systems use the simplified objective function and
absent BC (BC - budget constraint). Using the BC it is
possible to choose only one set of the mobile users. In
[14] it is considered the BC at the decision detection and
channel division problems. All of these researches don’t
consider the energy component of mobile users.

In the above-mentioned literature, the centralized
algorithms are used. Some widespread spectrum
analysis methods exist. In [5], the distributed spectrum
analysis method is considered in order to use the
spectrum spatial capabilities. To detect the spectrum
analysis characteristics, the methods of the stochastic
geometry are used. In [10] on the users’ channels
analysis showings the management mechanism of the
power with the using of the game theory is considered.

The aim. The aim of the research lies in the field
of the algorithms of the mobile users’ detection of the
cognitive radio system, in the development of the
generalized algorithm PSO-NN, and improvement of
the method of multiple detection by using the particle
swarm method, and convolutional neural network.
Therefore, the tasks are:

- the development of the multiple detection
architecture;

- the development of the generalized algorithm
PSO-NN;

- the further realization of the multiple detection
algorithm;

- modelling PSO-NN, as the algorithm of the
multiple detection effectiveness for the 50 mobile
devices.

The main part

M will be the number of places, where the spectrum
analysis will take place, N — the number of channels that
can be detected in the j point. In the j point, the shadow
and multipath fading are represented in addition to other
distortions that can influence the results of mobile users’
detection in different places of this location. Mobile users
can get different results of measuring in the same place.
Therefore, it turns out that the mobile users location can
be divided into several subzones.

Spatial location can be fixed with the results of
mobile users’ detection in different locations. In the H

zone of the j location, zih ;=1 means there is at least one

channel of the data communication. At the value

zih =0, itis clear that no data channel was found. In the

Jj location, let ng be the number of subzones where the

channel was detected at least one mobile user. We can
oom(j)

assume that yJ'~ = Z z},/- , Where m (j) — the number of
h=1

subzones in the j location. It can be assumed, than

higher the value of yji', the more effective spectrum

analysis will be. In ng =m(j), maximum spectrum

analysis result will be reached. On this basis, it turns out
that spectrum analysis effectiveness will increase when

yJ" represents small values and vice versa. Let

E y’l /'m(j) - the effectiveness of i channel of

the j location analysis. As a result, the spectrum
effectiveness function for the multiple detection can be
described in the following way [1]:

M N())

DI TA) (1)

j=1 i=l

where o - value

; non-negative

weighting

M N(j) .

Z Z a).’l- =1, in which a)J' can discern different

j=1 i=l

channel analysis levels in every location.
According to (1), the spectrum

effectiveness function is increased when yJ" is in the

analysis

range from zero to m (j) and is decreased if ng is

increased. To receive realistic spectrum analysis, the
spectrum analysis effectiveness function must be
maximum, taking into account all local constraints of
the i channel, j location and threshold less than H. The
local constraints can be described [2]:

f@.HzH, i e[l,N()HLj € [l, M]. )

There are also factors that must be taken into
account. For mobile users, the residual signal energy has
to be considered. Only when the residual signal energy
of mobile user is higher than the set threshold, a user
can carry out the spectrum analysis. Let 7}, — normalized
threshold of the residual energy, K — all mobile users
and ¢, — the residual energy of mobile user. Then,
energy constraint can be expressed as [3]:

e 2Th, k eK. 3)

Let M be the number of locations that must be
analyzed. Only mobile users that are located in the j
location can carry out the spectrum analysis. It is
assumed mobile user can analyze only one channel. In
the j location, K(j) — the set of mobile users, n(j) — the
number of mobile users and N(j) — the number of
channels that can be analyzed. For mobile users
k € K(j), x;; =1 means i channel was detected by the &

user. Taking into account that mobile user can analyze
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only one channel it can be expressed all other
restrictions as [4]:

N()
DD x <n()). @)
keK(j) i=1

The incentive scheme assumes the FC will pay the
bills of mobile users that try to analyze the frequency
spectrum. Such cost of multiple detection must be
confirmed by the service providers and be located in the
appropriate range. Let C be the maximum cost that user
must pay for spectrum analysis and ¢, — the cost of
single mobile user at k € K(j). It can be described in

the following way [5]:
M N(J)
Z Z C Z Xfi <C. (5)
J=lkeK())  i=l

The most acceptable users’ division for the
multiple detection can be described by the formula [6]:

M NQG)
max Y ¥ @5 f (0. ), (6)

j=1 i=l
providing that
f(la]) ZH 1 [LN(])]a .] e[laM]aek = Tha k € K

NG

2 2 <n()),

keK(j) i=l

M NG

Z Z ckakl-SC, (7)

jelkeK(j) =l

M N()) ;
j=1 i=l

In the figure 1, the example of the users’ division
for the multiple detection is shown. In the network,
there are two locations and three channels. Each
location is divided into three subzones. In the different
subzones, the mobile users can receive different
measuring results in the same channel. Some users
cannot commit the spectrum analysis because they have
the local constraints, high cost of request, or insufficient
residual energy. The rest of the users will analyze the
channels according to the expression 7.

The multiple detection task is hard to implement
because it is NP-hard class task. The reason is that the
multiple detection problem is as difficult as the
maximum coverage area task [15]. Let d — the number

of [ array of order S§={5,5,,....5}, 8" - the
maximum of the d number:

max‘USiGSrSl-‘, (®)

where S’ c S, |S'| <d.

In general, such task is described in the following
way. Each mobile user having enough energy to

carrying out the spectrum analysis sets the local
threshold to 0 value. It means that the local constraint
was fulfilled, detection cost lies within the permissible
limits. It is supposed there are K mobile users and M
locations. In every location it is existed N detected
channels.

=
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Fig. 1. The example of the multiple detection architecture

Each mobile user is in range i €{l,2,...,K}. Let

non-negative weight a)J' will be constant. Then (7) can
be represented in the form:

M N(j)
max > > f(,j). 9)

j=1 i=l

The equation (9) provides the choice of d array for
the sum maximization f(i,j). In comparison with (8), the
task complexity level is at least the same as in the
maximum coverage area task.

Since the multiple detection problem belongs to
the task of HP-hard class, it was proposed the algorithm
based on the particle swarm optimization with using the
neural network. In the PSO algorithm, [15] each particle
has its own search speed. The particle can change its
value according to the neighbor particles parameters.
Let V;; is the particle speed X;;. Then the particle

movement will be described in the following way:

1

1
Vit =V e (P = Xia ) e (Poa = Xia ), 010)

(11)

t+1 t+1 t
Xig =Vig +Xiq-

where @ - the iteration weight,

P;q — the best one particle location,

P4 — the best one particle global,

r; and r, — the arbitrary numbers in range [0;1],

¢; and ¢, — the learning factor.

The iteration weight © allows the algorithm to
improve its productivity. The formulas (10) and (11)
allow calculating the speed and location of the particle.

According to the PSO algorithm, the location of
each particle is the separate element of the multiple
detection task. Let suppose that N(j) channels in the
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locations je€[l,M] and the number of the detected
channels will be Z}/\il N(j). Let K denotes all mobile

users. Then each particle is defined as K x Z}/\il N(j) X

matrix, where X[a][b] = 1 that defines the a user of the b
detected channel and X[a][b] = 0 that defines the a user
of the b not detected channel. It was proposed the
algorithm based on the PSO with using the convolutional
neural network (PSO-NN). The ¢ particles are initialized
randomly and it is installed the particle with the highest
objective function according to the formula (7) that is
using according to the algorithm PSO. The fig. 2 shows
the generalized algorithm PSO-NN.

i Start J

The objective function,
according to the formula(6)
+

| Local constant & |

| The locations number M |

The channels munber N(j) n
location §

The subzones number
#i(7) in location §

Maximum cost

The maximum value of
the detection
effectiveness function

‘ Setting the sensitivity ‘
threshold

Random generation of the
T particles
¥

0 rsum it
.

| Updating Pis |

| Updating Pea |

Fig. 2. The generalized algorithm PSO-NN

End o

After each cycle of users’ multiple detection, the
analyzing energy of the user is decreased. Mobile user
must detect that its remaining energy match the energy
threshold. If the energy of the user that analyzes spectrum
is higher than the threshold value, mobile user can
analyze the spectrum again. For each particle of the
swarm in case if the user’s energy is not enough for the
spectrum analysis, the recording of the vector of a given
particle into a zero value of the corresponding matrix is
carried out. Based on the current matrix the particle,
effectiveness function can be found according to (1).
After calculating the effectiveness function of all
particles, one can receive a better particle location P;, and
global location Pg,. The higher the effectiveness function
value is, the better is the position of corresponding
particle. Depending on the location P;; and Py, we will
unite the matrices for the multiple detection optimization.

Let 7; — the current matrix of the particle, 7, and T;
denote better and global matrices respectively. The united
matrix can be described by the combination 77, 7> and T3.

If several users in the united matrix detect the
channel, only one user with higher residual energy will
reserve the channel. After matrix uniting, only one
element is bound to the column vector of this matrix. If
the user’s T;, T, and T; are different, several column
vectors of this matrix can exist. Considering the global
properties of the PSO, we optimize the column vectors
of the matrix determined by the parameters (10). If a
user detects different channels in these three matrices,
he will choose the channel in 7; based on

o/(@+c +cy), in Ty, based on ¢ /(@w+¢;+¢;), and
in T3, based on ¢, /(@+c;+c;). It means that after

merger only one particle is tied to the column vector in
the united matrix. The search place and convergence
speed of these particles can be adjusted setting the value
w, ¢; and ¢,. The algorithm of detection improvement is
represented in the fig. 3.
{ Sttt
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detection effectiveness function

Receive Py of the matrx T3
with the best Pia

| Add the matricesTr, T2, Ts |
+

Optimize the merger matrix vector using
the formula ()

Evaluate the multiple detection
according to the formula (6)

Fig. 3. The multiple detection improvement algorithm

Complexity of the proposed algorithm PSO-NN is
calculated in the following way.

Proposed algorithm PSO-NN is evaluated by the
way of modeling and compared to the algorithm in [14].
There are locations where the spectrum analysis with the
same radiuses can be done. Each location is divided into
three subzones. The number of channels is 5 (V= 5). The
local threshold H = 0.57. Non-negative weights are the
same for each channel and each location. Mobile users
are generated in the random locations.

In the figure 4, the multiple detection effectiveness
with a combined work of 50 mobile users from 15 to 40
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locations is shown. The cost coefficient ¢, was chosen in
. 50
the range {1,2,..., 50}. The maximum cost azk=1ck

where a lies in the range from 0,6 to 0,8. Normalized
energy threshold 0,2<7j, <0,5. The multiple detection

effectiveness is calculated with (1). This function reflects
the detection effect and its value lies in the range from 0 to
1. The value is closer to 1, the detection function will be
better. Compared to the developed method with
realizations [13] and [14], one can notice that the algorithm
that implements proposed method showed higher detection
effect. As the number of locations increases, the detection
effectiveness decreases. It happens because greater number
of locations leads to the emergence of more quantity of the
subzones and fixed number of the users cannot detect all
subzones. In 7, = 0,2 and a = 0,8, the detection
effectiveness function showed the highest values.
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Fig. 4. The multiple detection
effectiveness function for 50 mobile users

Conclusions

During the research, the multiple detection
architecture was developed. It differs from the known
architectures since each location is divided into the
subzones. As a result, a mobile user can receive
different measuring results in the same channel in
different subzones. Such a division can be used for more
flexible data use. Developed generalized algorithm
PSO-NN is different since it is correctly configured for
the real conditions inherent in the architecture of the
cognitive systems. This algorithm uses particle swarm
optimization controlled by the convolutional neural
network. Therefore, strict access to spectrum analysis
based on mobile users’ energy component is provided.
Due to the use of the micro particle architecture and
convolutional neural networks, detection effectiveness
function and global particle location are detected in a
more accurate way. Further implementation of the
multiple detection algorithm is different from the known
since only one user is assigned to a specific channel
after uniting the detected channel users’ matrices.
Additionally, such implementation assumes more
realistic search area and speed of the users’ detection
with found channels. Modeling PSO-NN as the multiple
detection effectiveness algorithm for 50 mobile users
has several convolutional layers generalized with each
other. Such architecture can be a confirmation that the
neural network chosen satisfies the tasks largely. The
modeling result showed that the detection effectiveness
using the algorithm PSO-NN increased by 10% in 20
locations, by 20% in 25 locations, by 20% in 30
locations, by 20% in 35 locations, while the results did
not change in 40 locations.
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MeTton MHOKMHHOI'O BUSIBJICHHSI MOOLJILHMX KOPUCTYBaviB
HA OCHOBI oNTHMIi3alii POl YaCTMHOK B KOTHiTUBHIl pagiomepe:xi

s1. 5. O6ixoxn

O0’€eKTOM BHBYEHHS B CTATTi € NPOLIECH MHOXXMHHOI'O BUSIBIICHHS MOOIJIbHUX KOPUCTYBadiB HA OCHOBI ONTHMi3aLlii poro
YaCTMHOK B KOTHITHMBHIH paxiocucremi. MeTa J0C/IiKeHb JIGKUTh B 00acTi alrOPUTMIB BUSIBIICHHS MOOUIBHMX KOPUCTYBadiB
KOTHITHBHOI paJiiocHCTeMH, B po3podui y3aranbHeHoro anroputMy PSO-NN i momimmmeHHI METORy MHOKHHHOIO BUSIBICHHS
LUIAXOM BUKOPHCTaHHS METOJly POX0 YaCTHHOK i 3rOpTKOBOI HEMPOHHOI Mepei, a TakoX Horo peanizauii. 3aBganHs: po3poOka
apXiTeKTYpHd MHOXXHHHOTO BHSBJICHHS; pPO3poOka y3araibHeHoro anropurmy PSO-NN; BHKOHaHHS NOJaibLIOl peati3aril
AJITOPUTMY MHOXXMHHOI'O BUSIBIICHHS; peanizauis mozenmoBaHHs PSO-NN, sk anroputmy e(peKTUBHOCTI MHOKMHHOIO BUSIBJICHHS
Jutst 50 MOOUTEHMX KOPHCTYyBauiB. BHKkopruCTOBYBaHMMH METOAAMM €: MaTeMaTHYIHI MOJIel, 00y JOBaHi 3a MPUHIMIIOM OpraHizaril
Ta (YHKIIOHYBaHHA OIOJNIOTYHMX HEHPOHHHUX MEpeX, MaTeMaTH4HI Mojeii HaB4yaHHs, Meroxu Teopii amropurmiB NP-hard.
OtpuMaHi HacTynHi pe3yabTaTu. B Xoni nocnimkeHs 6yno po3poOieHo apXiTeKTypy MHOKMHHOI'O BUSIBJICHHS, SIKa BiAPI3HAETHCS
BiJl BIZIOMUX THM, II0 KOXKHA JIOKAIlisl PO3iIeHa Ha IMiJ30HH. B pesynbrari, MOOUIGHI KOPUCTYBadli MOXKYTh B Pi3HHX ITiJ30HAX
OTPUMYBATH DPi3HI Pe3y/JbTaTH BUMIPIOBaHb B OJHOMY i TOMY K KaHay. Takuil po3Hoiia Mojke BUKOPUCTOBYBATHCS Ul OLIbLI
THYYKOrO BUKOPHUCTAHHS JaHuX. Po3pobnenuii yzaranpHeHuid aroput™ PSO-NN Biipi3HAETBCS Bif BITOMHX THM, IO BiH OLIBII
KOPEKTHO HAJIAIITOBYETHhCSI HA pEaJlbHI yYMOBH, BJIACTUBI apXiTEKTypi KOTHITMBHMX cucreM. Lleii amropurm BHKOpHCTOBYE
OITHMI3ALli}0 POI0 YACTHHOK IiJ KEPyBAaHHIM 3rOpTKOBOI HEHPOHHOI Mepexi. 3aBIsIKU IIbOMY 3a0€31eUyeThCS CyBOPHI IOCTYH JI0
aHaJli3y CHEKTPY Ha OCHOBI E€HEpreTM4HOl CKIaZoBOi MOOLIBHMX KOPHCTYBauiB. 3a PaXyHOK BHMKOPHCTaHHS MIKpPOYacTKOBOI
apXiTeKTYpH Ta 3rOPTKOBMX HEHPOHHMX IIapiB, (YHKLiS e(EeKTHBHOCTI BHSABIEHHS 1 IVIOOAJbHE PO3TAIIYBAHHS YaCTHHOK
BH3HAYAIOTHCS OUTBII TOYHO. [Tofaibiia pearizamnis alropuTMy MHOKHHHOT'O BUSIBJIEHHS BiJIPi3HSETHCS BiJl BIIOMHX THM, IO TiCIIst
00'eIHAHHS MaTPULIb KOPUCTYBAYiB BUSABIICHUX KaHAJIIB, TUIbKH OJMH KOPUCTYBAY 3aKPIILUIIOETHCS 3a IEBHUM KaHAJIOM. TakoxX, Taka
peanizanist nependayae OUIBLI PeaNiCTUYHUM NPOCTIP MOIIYKY 1 MBUJKICTh BUSIBICHHS KOPUCTYBAuiB 31 3HAMICHUMU KaHAJIAMH.
MopentoBanHs PSO-NN, sk anroputm egpeKTHBHOCTI MHOMKMHHOIO BHSBIEHHs Ui 50 MOOUIBHMX KOPHCTYBadiB, Ma€ KiJlbka
3rOpTKOBHUX IapiB, AKi y3araJbHEHO OfUH 3 oqHUM. Taka apxiTekTypa Moxe OyTH MiITBEpKCHHSM TOro, 1110 00paHa IPaKTHYHUM
LIIAXOM HeHpOHHa Mepexa OLIBIIOI MIPOI0 33/I0BOJIbHSE MOCTABJICHUM 3aBJAHHAM. Pe3ynbraTi MOJIe/IOBaHHS II0Ka3aJIH, 110 IPH
20 noKarisix, epeKTHBHICTh BUSBICHHS 3 BUKoprcranHsM anropurmy PSO-NN 3pocia Ha 10 %, npu 25 nokanisx - Ha 20%, ipu 30
nokanisx - Ha 20%, nipu 35 - Ha 20%, npu 40 He 3MiHWIACE.

Kaw4oBi ciaoBa: KOrHITHBHE Pajio; alrOPUTM POIO YaCTHHOK; 3rOPTKOBA HEHPOHHA MEPeKa; paliouacTOTHHI pecypc;
3ana4a kiacy NP-hard.

MeTon MHOKECTBEHHOI'0 Onpee1eHUsi MOOMJIBHBIX N0JIb30BaTe el
HA OCHOBE ONTHMMH3ALHHU POS YACTUI B KOTHUTUBHOM pagnoceTH

S1. 51 Obuxon

O0beKTOM H3y4YeHHMsl B CTaThe SBIIIOTCSA IPOLECCHl MHOXKECTBEHHOIO OOHapyXKeHMsI MOOWIBHBIX IOJIB30BaTeNel Ha
OCHOBE ONTHUMH3ALMM PO 4YacTHLl B KOrHUTUBHOH pajuocerd. Ileas mcciienoBanmii jiexur B 00JIaCTH  alropuTMOB
0oOHapyKeHHs MOOMJIBHBIX II0JIb30BaTENIC KOTHUTUBHOM PajMOCUCTEMBI, B pa3padorke obobmeHHoro ainropurmMa PSO-NN u
YIY4IIEHHH METO/Ia MHOXKECTBEHHOI0 O0OHApyKEHUsI ITyTeM HCIIOIb30BaHUs METO/Ia POsl YaCTHI] U CBEPTOYHONH HEHPOHHOH ceTH,
a TalKe ero peanmnsanuu. 3agada: pa3paboTKa apXUTEKTYPbl MHOXXECTBEHHOIO OOHApYXEHHs; pa3paboTka 00OOIIEHHOro
anroputMa PSO-NN, nanpHeimas peanusaiys ajropuTMa MHOXECTBEHHOIO OOHApYXEHHUs; peanu3auus Moaesnuposanus PSO-
NN, kak anropurma 3Q(EeKTHBHOCTH MHOKECTBEHHOro oOHapyxeHus 111 50 MOOWIBHBIX mojb3oBarelsiell. Mcrnone3yembiMu
METOlAMH  SBJIIOTCSA: MAaTEMAaTHYeCKUE MOJENH, IIOCTPOCHHbIE [0 NPHHLUUIY OpraHu3aluud W (QYHKIMOHMPOBAHUS
OGUOJIOTMUECKUX HEHPOHHBIX CeTel, MaTeMaTH4ecKhe MoJelau o0ydeHHs, Meronbl Teopuu anroputrmoB NP-hard. IMomyuenst
cleyolue pe3yabTaTel. B xone uccnenoBanuii Oblia pa3paboraHa apXUTEKTypa MHOXKECTBEHHOI'O OOHAPYKEHHs, KOTOpas
OTJIMYAETCsI OT U3BECTHBIX TEM, UTO KaXK/1ast JIOKALMsl pa3/ielieHa Ha MO30HbI. B pe3ynbprare, MOOMIBHBIE 110JIb30BATENIN MOT'YT B
Pa3IMYHBIX MOA30HAX IOIYy4aTh Pa3INYHBIE PE3YNILTAThl H3MEPEHUI B OJHOM M TOM K€ KaHale. Takoe pacrpesielieHHe MOXKET
HCIONIB30BaThCsl Ul Oonee THOKOro HCIONb30BaHMS JaHHbIX. PaspaGoran o6oOmieHHslil anropurm PSO-NN | koropsrii
OTJIMYAETCSI OT M3BECTHBIX TEM, YTO OH Ooliee KOPPEKTHO HACTPaMBAcTCA HA PEalIbHbIC YCIOBHS, HNPHUCYLIME apXUTEKType
KOTHUTHBHBIX CUCTEM. DTOT AJITOPHTM HCIOIb3YET ONTHMHU3ALHUIO POsl YACTHIL IO YIIPAaBIEHHEM CBEPTOYHON HEHPOHHOH CEeTH.
Brnaronaps aToMy, obecrieunBaeTcs CTPOruii 1OCTYI K aHAJIU3Y CIIEKTpa HA OCHOBE PHEPreTUUECKOH COCTABIAONIEH MOOMIBHBIX
nonb3oBaTeell. 3a CueT MCMONB30BAaHUA MHKPOYACTUYHOH apXMUTEKTYpbl M CBEPTOUYHBIX HEHPOHHBIX CIOEB, (GYHKLUSA
sddexTuBHOCTH OmpeseneHust U rI100aNbHOe PACIIONOKEHUI YaCTUL onpezensatorcs Oosnee TouHo. JlanpHeiiuas peann3aunus
aJITOPUTMa MHOXKECTBEHHOI'O OIPEJETICHHsI OTIMYAeTCs OT M3BECTHBIX TEM, UTO IOcie OOBEIUHEHHS MATpHILl HOJb30BaTeseh
BBISIBJICHHBIX KaHAJ0B, TOJNBKO OJWH IONB30BaTeNb 3aKPEIUIAETCS 3a ONpPEIEICHHBIM KaHaloM. Takke, Takas pealu3anus
npejronaraet 6ojiee peaqTuCTUYHOE POCTPAHCTBO MOMCKA U CKOPOCTh OOHAPYXKEHHUS 10JIb30BaTelIel C Hali/ICHHBIMH KaHAJIAMHL.
Mopemuposanre PSO-NN, kak anroputm 3¢ QeKTHBHOCTH MHOXXECTBEHHOT0 0OHapy)eHus 11t SO MOOWIBHBIX MOJIb30BaTENeH,
HMEET HECKOJIbKO CBEPTOYHBIX CJIOEB, OOOOIIEHHBIX OPYr ¢ ApyroM. Takas apXUTEKTypa MOXET ObITh HOITBEPXKIECHHUEM TOrO,
YTO BBIOpaHHAs NPAKTHYECKUM ITyTeM HEHpOHHAas ceTh B OONbIIEH CTENEHH YIOBIETBOPSET IIOCTABJICHHBIM 3aJ[adyaM.
PesynbraThl MOAEIMpOBaHUA MOKa3ayy, 4To npu 20 nokauusx, 3GGeKTHBHOCTh OOHAPYXKEHHS C UCIIONB30BAHHUEM aJIrOPHTMA
PSO-NN Bripocia Ha 10%, npu 25 nokanusix - Ha 20%, npu 30 sokanusx - Ha 20%, npu 35 - va 20%, npu 40 He U3MEHWIIACh.

Kao4yeBble cia0Ba: KOTHHTHBHOE PajHO; ITOPUTM POsl YACTHIl, CBEPTOYHAs HEWPOHHAsl CETh; PaJHOYaCTOTHBIN
pecypc; 3anada kinacca NP-hard.
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