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MODEL OF DATA PREPARATION FOR ALLOCATION OF ALGORITHM
FROM BINARY CODE FOR THE SAFETY ANALYSIS OF THE SOFTWARE

The subject of the study in the article is the use of technology of recovery of the algorithm for the allocation of binary
attractors in the machine-independent form for the safety analysis of the software. The purpose is the first stage of the
method of allocation of the algorithm from the binary code with the use of additional attractors - preparatory, which
includes the task of allocating a set of attractors with simillar features and synthesis of information about the studied
system. The following results are obtained. During the cource of the research the analysis of specialized simulators was
performed. Such simulators allow to solve the problems of allocation (removal) of some algorithms from binary code. It
was determined that additional attractors of the binary code of the program are required in order to increase he accuracy of
software security testing. The general structure of the algorithm extraction from binary code is presented. A set of
algorithms were developed. Conclusions. When combined they create the model of the first stage of data allocation of the
algorithm from binary code for the analysis of software security. The key feature of development of this stage is the
possibility of constructing a graph for arbitrary attractors, without restriction of the static nature of the code. This will allow
a significant expansion of the spectrum of the program code under investigation, including codes with signs of a dynamic
change. The further development of this research is to study the whole scheme and develop an appropriate method for
allocating a binary code algorithm for software security analysis.
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Introduction

Formulation of the problem. An analysis of
recent world-wide events related to information security
has shown that virtually every modern IT structure has
certain vulnerabilities to cyberattacks. At the same time,
there is a certain tendency to increase cyberattacks that
have succeeded in their malicious purpose. In the
opinion of the authors, this is largely due to the lack of
attention to the testing of software security (SOA), as
well as the discrepancy in opinions of software
developers of the very essence of the term and functions
of software security testing.

The analysis of popular information sources on the
Internet [1, 2, 4, 6] showed that most authors connect
the issue of software security testing to the purpose of
finding and neutralizing existing risks which present a
clear threat to the quality functioning of computer or
computerized systems of various purposes.

It is stated that the basic principles of software
security are confidentiality, integrity and accessibility
[51.

Without diminishing the importance of these
principles and without limiting the main strategic goal of
software security testing indicated in these sources, it
should be noted that some software development
organizations, when testing security, focus only on
known external factors and simulate various situations
that use, for example, the same methods of hacking [2,4]:

— attempts to find out the password using
external means;

— attacking the system using special tools that
analyze software protection;

— suppression, overloading of the system (with
the assumption that it will refuse to serve other clients);

— purposeful introduction of errors in the hope of
penetrating the system during the recovery;

— reviewing and analyzing unclassified data in
hopes of finding a key for logging into the system.

But at the same time, due to some objective and
subjective reasons, testers often ignore the wide
possibilities of reverse engineering technology,
unfortunately. At the same time, in opinion the authors,
some of these technologies can significantly improve
the quality of software security testing, reduce the risk
of successful cyberattacks, and generally improve the
information security.

One of such technologies is the technology of
recovery of the algorithm for the allocation of binary
attractors in the machine-independent form [3, 9]. This
technology helps to solve complex issues of search for
non-declared features of the software ( mostly malicious
ones), as well as errors in implementation and detects
the malicious code (computer virus), etc.

The analysis of literature [7, 8, 10] showed that
at present times there are a number of specialized
simulators which allow solving the issues of selection
(removal) of some algorithms from binary code. But
these programs mostly reaserch only that part of the
program that is used during the launche of the analysis
process and leave certain "traces" - attractors. An
increase in the volume of the researched code is
possible with the use of additional code execution
attractors, which combine more application execution
scenarios.

This determines the actuality of developing a
method for allocating an algorithm from a binary code
using additional attractors for software security analysis.
The overall structure of the allocation of the algorithm
from the binary code is schematically presented in fig. 1.
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Studies conducted [3, 6] have shown that when
analyzing simple programs it is often enough to apply
the procedure once. In complex cases, it should be
applied iteratively.

As can be seen on the picture, the restoration of the
algorithm begins with the preparation of the initial data
and the allocation of a set of attractors with simillar
features. Then follows a synthesis of information about
the researched system from source attractors using the
graph approach of representation in the system. After
that, the code is exported to a machine-independent
representation on the basis of the part of the code that
relates to the investigated algorithm. During this
operation, optimization solutions are used to simplify
the received presentation and, finally, the result is
presented in a form suitable for viewing by the analyst
and using in the decision support system which uses
artificial intelligence. During this moment, the analyst
takes a decision whenever the next iteration of the
analysis sould be performed.

Start of the analysis

-/

h J

Export to machine -
independent
representation

|

Optimization — Algarithm allocation

Allocation of multiple
tracesz with common —® Synthesis of races [
features

Results output  %—

Making a decision if the next itteration .
is needed using artificial intelligence End of analysis J

Fig. 1. Scheme of algorithm allocation

In the article we will review the first stage of the
method of allocation of the algorithm from the binary
code with the use of additional attractors - preparatory,
which includes the task of allocating a set of attractors
with simillar features and synthesis of information about
the studied system.

1. Selection of attractors set
with simillar features

A binary attractor of execution, obtained using an
attractor simulator (hereinafter - just attractor),
represents a sequence of steps. Each step contains the
code for the executed instruction and the value of some
of the main registers before it is executed.

Due to the full-system nature of the formation
attractors contain actions regarding all programs active
in the system during removal of attractors, including the
kernel and other components of the operating system. It
is assumed that the attractor steps according to their
belonging to different processes and execution threads.
In this case, the low-level components of the operating
system, such as interrupt handlers, must be matched
with separate processes and / or execution threads. The

symbols associated with attractors, steps, instructions,
and auxiliary data are summed-up in the table 1.

It should also be noted that sets read [(”] and
write [{7] are associated with attractor's step, not the
instruction, i.e. they may differ for different values of
operands. Size attributes and attributes of belonging to a
class of control instructions, on the contrary, are
constant for a given instruction.

In addition to the set of attractors, which describes
some of the scenarios of the behavior of the researched
program, for analysis, the information on how these
attractors correlate with each other is needed. In the
framework of the proposed method, the relations are
given using the following definitions:

Table 1: Key notation for the attractor

Notation Description
len[t] ; Number of steps in the attractor ¢ ; step to the
Ai) attractor ¢ with the number i € {l,len[t]}
addr [t(i)] ;| Address that was executed on the step A7) of

instruction; instruction which was executed

. (i) .
inst [I on the step t(’)

Process ID on step t(i) ;

|
process [t(i)]

thread t(i)] Run Flow Id on step t(i)

A set of memory addresses that are read on

read[t i)] ;

step t(i) ; a set of memory addresses written

write[t(i)] on step A

size[{ /'] : The size of the bytes of the instruction code
) j ; Idnetifier of whenever instruction j is

branch ['/ ] the control transmission.

Under the related attractors we mean the set of
attractors obtained from the same initial state of the
system (i.e., from the same image of the state of the
simulator).

Such attractors will differ by scenarios they have
been implemented in the analyzed system, which, in
turn, is determined by the input data. In the case of
interactive applications, the input data can be considered
a sequence of actions in the graphical interface.

The basic initial data for the proposed algorithm
restoration procedure, thus, will be a set of related
attractors.

2. Synthesis of related attractors

The first step in the procedure for restoring the
algorithm is to combine a set of related attractors into a

general G = (V,C ) representation-oriented graph with

loops, corresponding to the set of interprocedural graphs
of the flow of control of individual execution streams
with additional marks. In the general, when attractors
include multiple threads of execution, this graph will be
unconnected, and each flow of execution will match its
component of connectivity.

In the graph G, as in the usual control flow graph,
the vertices V correspond to the base blocks (the linear
sections of the code of this execution thread), and the
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edges C are possible control transmissions between
these parts. Since in the proposed approach the only
source of knowledge about the control flow of the
program is its attractors, the graph will include only
those edges whose transitions were actually observed.

In addition to the usual vertices of the base blocks,
for each flow of execution in the graph G are defined
those which are guaranteed not to contain any
instructions incoming and outgoing vertices, the first of
which is dominant, and the second post-dominate over
all other base blocks of this execution flow.

At each vertex are stored: initial address, sequence of
instructions and generation number. Generation number is
an integer that represents the state of the code of the
program and allows you to correctly represent the code that
is changed during execution. Within each separate flow of
execution, the generation number will increase by one
when rewriting the code of the given stream. The symbols
to be used further are given in table 2.

Table 2. Key notation

Notation Description
entry[G] ;| The input vertex of the flow of execution T in
T the graph G; output vertex of the flow of
exit[G]. | execution T in the graph G
start[ B] ;| Primary address of the base unit B ;
J1B]: the address of the end of the base unit B, not
en [ ] > enabled;
insn[B]; | sequence of instructions in the base unit B ;
gen|[B] generation number of the base unit B
succ[ B] : The set of base blocks in which the edges of
B ; the set of base blocks from which the edges
pred[B] B start
from[e] .| The basic block from which the edge e starts;
to]e] base unit, to which an edge e leads

he address of the end of the base unit end[B] is
calculated on the basis of start[B] and insn[B] :

end [B] = start[B] + Zjeinsn[B] size[j] .

In addition to the symbols from the table 2, in the
pseudocode of the following algorithms the following
functions will be considered available, the
implementation of which depends on the selected
method of storing the graph.

1. F1 function creates and returns a new empty
graph.

2. The function F2 (G, T, n, a) creates a new base
unit in the graph G belonging to a generation with the
number n of the runtime T, and assigns it the initial
address a. The list of instructions for the newly created
base unit is initially set to blank. The address a may
have a special meaning, that corresponds not to the
addresses of the start and end vertices.

3. Function F3 (G, B) removes the base unit B
from graph G along with all edges adjacent to it.

4. The function F4 (G, T, n) returns the ordered
list of base generators with the number n of the flow of
T in the graph G.

5. The function F5 (G, T, n, a) finds the base unit
B in the graph G, which belongs to a generation with the
number n of the runtime T, such that it belongs to the
address a: . If no such block is found, a special value is
returned.

6. The function F6 (G, B, a) produces the division
of the base unit B into two so that part of the
instructions B, whose addresses are smaller than the
address a, fall into the first block, and the rest - in the
second. The address a must belong to the base block B.
The function returns a pair of received blocks, where the
addresse b is less than a, and b - more or equal.

7. Function F7 (G, B, B ') connects the base
blocks B and B' in the graph G by the edge. If such an
edge already exists, then the new one is not added. The
function F8 (G, T, n) returns an unregulated set of edges
connecting base generating units with the number n of
the flow of T in graph GIf only one of the incident
edges of the base blocks belongs to a given generation,
and the second one is not, then such an edge is not
included in the set of returned.

If this set is empty, then a graph is empy as well.
The graph has the following properties.

1. Each component of the connectivity describes
the flow of control of one flow of execution.

2. Each edge connects either one-generation base
units or from a base unit with a lower generation
number to a base unit with a larger.

3. Within a single generation, one flow of
execution, the base units do not intersect at the
addresses. When a control is found in a given
generation, there is no overwrite of executable code. In
aggregate, this means that within a single generation of
one stream of execution, the method of static analysis is
applied without change

4. The transformation of graph G, squeezing
within each component of the connection all the vertices
with the same generation number into one vertex,
allows us to obtain an acyclic graph describing the code
modification episodes in each flow of execution. Such a
graph will be called an evolution graph. The type of
evolution graph allows you to get an idea of the nature
of the code transformations carried out in the system of
the language being studied. The number of vertices and
/ or edges in it can be considered one of the metrics of
complexity of the system.

Further, we describe the algorithms that implement
the initial construction of the representation G on the
first iteration of the procedure for the restoration of the
algorithm and its replenishment in subsequent iterations.

Firstly, let's review the simplified situation, when
in the processed attractor there is no modification of the
code in the process of execution. This situation is
possible in practice, when the attractor presents the
work of the main part, mostly unprotected by the
mechanisms of self-modification of the program:
loading the program image and dynamic libraries has
already been carried out and carried out the binding of
all the functions used.

The pseudo code for the "static graph restoration”
algorithm is shown on fig. 2. The algorithm receives at
the input of the attractor t and issues the graph G for it
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at the output. For each execution stream, the method
called "continue the static reproduction of the graph" is
called (fig. 3).

1: function Static graph construction (¢)
2: G« Fl

3: for Telirﬁt]{thread[t(i)]} do
i=1
entry[G|, < F2(G,T,1,0)
exif|Gl, « F2(G,T,1,0)
6: E « Static graph construction funiculus (¢)
7: G« Fl
8: (G.,enty[Gl,, ¢, 1, len[t] , T, 1)
9: F7(G,E,exit[G], )
10: end for
11:return G
12: end function

Fig. 2. Pseudo-code for the algorithm
of "static graph creation"

—

function Static graph construction funiculus ( G,
S,t,a,b, T,n)
E«S ;m<«<0
for i=a,a+1,.,b do
if thread|V]=T then
if m =0 then
B« F5 (G, T,n,addr[t([)])
if B =0 then
B« F2 (G, T,n, addr[t([)])
i«—i-1
. else if start[B] # addr[t(i) then
. (B'.B) < F6(G, B, addr[")))
:endif F7(G,T E,B)
D E< B, m« ‘insn[B]‘—l

R A A

e T
B WD = O

: else if m >0 then
cme—m—1

: elseif m <0 then

L B F5(G,T,n, addr")])
: if B=0 then

. insn|E] <« insn[E]U insn[t([)]
. if branch insn[t(i)]] then
tm«0

: end if

: else

: F7(G,E,B)

D E< B, m« ‘insn[B]‘—l

. end if

. end if

. end if

: end for

Cif(E# S)A(addr[t(b)]+ size[insn[t(b)]];t end[E]) then
: <E,E’> «F6(G,E, addr[t(b)]+ size[insn[t(b)]])
: end if

: return F

: end function

[
0 3 O W

—
Nel

W NN N DN NN
S OO JI L W — O

w2
—

W W W
A~ LN

Fig. 3. Pseudo-code for the algorithm
"Continuation of static graph restoration"

Its parameters are as follows: G is the graph to be
built, S is the start vertex, t is the attractor, [a, b] is the

range of attractor steps considered, T is the execution
flow identifier, n is the generation number assigned to
the created base blocks.

The value of most of these parameters during the
call on the "static graph" algorithm is fixed, but they
will start to change with the addition of dynamic code
support in the algorithm. The algorithm returns the base
unit in which check was performed last.

The algorithm implements a successive passage
through the steps of the attractor belonging to the flow
of execution T. At the same time it tracks, in which base
block the execution is performed. The variable m
describes the state of the algorithm: for m = 0, in the
previous step under consideration, a control transfer
took place, or this step was first revised; When m > 0
the control is located inside a known base unit, it
remains to see m sequential instructions before it is
finished; When m < 0 the control is located inside the
base unit, it has never been seen before.

When considering the transfer of control from the
current block E, the following three situations are
possible:

1. The control is transmitted to the address of the
beginning of a known base unit B. If it does not already
exists, the edge corresponds to this transition.

2. The control is transmitted to the address in a
known base unit B, but not at the beginning. A division
of the base unit B is carried out for this address, after
which an edge E is added in the second set of the base
units received.

3. The control is transmitted to an address that
does not belong to any known base unit. Then a new
base unit B with this address is created as the start
address, an edge is added from E to B, and the
algorithm switches to the new block view mode
(m < 0) .

When you look at the instructions of the newly
created base unit in situation 3, each subsequent
instruction is added to its insn list. This procedure
continues until one of the following conditions for the
completion of the base unit is completed.

1. The last instruction of the flow of T in the

range of steps is revised [a,b].

2. Revised management transfer instruction. By
definition of the base unit, this is its last instruction. The
algorithm returns to the control transfer control mode
(m = 0) .

The address of the next instruction corresponds to
the beginning of the known base unit B. An appropriate
edge is added, and the algorithm goes into the skip
mode of the known base unit .

Finally, when all the instructions for the flow of T

in the range of steps are revised [a,b], if necessary,

separation of the last considered base unit E is carried
out. This need arises if the instruction of the last of the
revised steps to the attractor is not the last instruction in
insn[E]. Separation is carried out at the end of this
instruction.

Then the first of the blocks obtained after the
separation of the base units can be marked as finite,
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since the flow of control at reaching its end may stop. In
addition, this property is used in the next section when
adding support for the dynamic code.

3. Dynamic code

The presence of dynamically changing code can be
caused by various reasons. Here are a few options, from
the most common and unrelated to the intentional
counteraction to the analysis, to the purposeful (creating
difficulties), especially for static analysis.

Usage of dynamic editor for linking uploads and
outloads in dynamic libraries. The address range of the
newly downloaded library can cross the address range
that was already uploaded. Thus at different periods of
time there will be a different code in the same memory
addresses.

Use of "springboards" and delayed bindings. When
you first go to the address of dynamically linked function
control can be transferred to a subroutine that performs
deferred binding. Once the binding is performed, the
routine will correct the "springboard" in such a way that
during the subsequent calls the function is called directly
and will give control to it for the first time.

The program contains mechanisms of decryption,
decompression, dynamic code generation, which
overwrite or do not require and reject fragments of the
program; or if such mechanisms work with the program
in parts, then use one rewritable buffer for the next
decrypted, unpacked or generated part of the program.

Polymorphic nature of the program or its parts.
This case differs from the previous one, because most
often the next version of the program code is based on
the previous, which further complicates the analysis.
Most often, such mechanism is embedded in malicious
code, especially in viruses, in order to prevent signature
analysis in antivirus software.

The method proposed in this article does not
distinguish the causes of the dynamic change of the
code. All possibilities are treated in the same way,
which on the one hand has the advantages of the
universality of the method, but on the other hand
ignores additional "hints" about the behavior of the
program contained in these reasons. However, a certain
idea of the nature of the dynamic code in this program
gives the evolutionary graph described above.

Regardless of the content that falls into an episode
of dynamic program code changes, it passes through
one of the following two scenarios.

The program executed on this system records the
values in memory. This memory may belong to this
program, as well as any other (for this operating system
should support the ability to connect the flow of one
process to the address space of another). Recorded
values either change the code which is already executed,
or generate code that will be executed in the future. One
way or another, the entry is made to addresses that also
appear in the attractor as being executed.

One or more pages of physical memory change as
a result of executing a DMA transaction by any
computer device (often a hard disk controller). In this
case, the attractor does not observe the fact of direct
recording, since such transactions are initiated by the

device itself, and they do not meet any instructions.
Recorded addresses, as in the first scenario, have either
been used previously or will be used later as executable.

Summarizing all of the foregoing, one can
formulate the criterion for the presence of a dynamic
code in the part of the attractor. For example, attractor t
has the range of step numbers and any process is
recorded P, and in the given segment there are steps,
belonging to P . Let's mark the set of these steps
through . We construct the following two sets:

ER(RP)= ‘Uread[t"]; (1)
W(R,)= | Jwritele” ; )
reRp

X(RP ) =U [addr[t" ], addr[t" ]+ size[insn[t" ]] - l] . (3
reRp

As we can see the set contains all the addresses by
which the instruction was recorded in the steps , while
set - All addresses from which you selected in steps
instructions for execution. Let's assume that a known set
of virtual memory addresses is overwritten in a process
as a result of DMA transactions in the range R. We note
this set through.

In the following notation, the set will not contain
the dynamic of the code if and only if completed

(R(R,)U(R,)UD,(R)NX(R,)=0.  (4)

In this case, the code relating to the process in the
range of steps is static and can be analyzed by methods of
static analysis. We also apply the algorithm of "static graph
creation" to the steps. The above reaserch allow us to
construct the graph "CTG" for for an arbitrary attractor,
without limitations of the static code. The full algorithm
"CTG-Full" will consist of the following two steps.

1. Split the attractor into segments of static code
in each process. At this stage, we will use a greedy
algorithm: we will build segments from smaller step
numbers in the attractor to larger ones, and each
increment will be expanded until 3 are executed.

2. Application of the algorithm "Continuation of
static graph restoration" in each received interval of
static. At the same time, with each regular segment, the
next generation number will be confirmed within this
flow of execution.

The pseudo-code for the "CTG-Full" algorithm is
shown on fig. 4, and the algorithm for splitting the
attractor into segments of the static code "CTG-Full-
Partition" on fig. 5. The CTG-Full algorithm receives
attractor ¢ on input and outputs a graph G built for it
The "CTG-Full-Partition" algorithm returns an ordered
sequence of static segments S long the attractor ¢ and
identifier of the process P. The segments in the
sequence do not intersect, and their association
corresponds to the entire range of steps in the attractor
t , which means S sets the breaker to the attractor ¢ .

In some doubtful situations, the algorithm built
may require additional refinements.

Such situations are possible in programs provided
with certain types of hinged protection, as well as in the
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operating system code. Therefore, in the future thereisa  information about the investigated system was developed,
need for the practical adaptation of the developed which is the first stage of the method of allocation of the
algorithms to possible casuist deviations in the algorithm from the binary code with the use of additional

programs. attractors.
A distinctive feature of development of this phase is
I: function CTG-Full () the possibility of constructing a graph for an arbitrary
2: G« F7 attractor, without limiting the static nature of the code.
len[t] ) This will allow a significant expansion of the spectrum of
3: for T e pl {‘hr ead[t‘]} do the program code under investigation, including codes

. enm[Gl, < F2(G,T,1.0) with signs of a dynamic change.

4
5. np <15 Ep < entry[G]T;
6

1: function «CTG-Full-Po3outts» (¢ P)
: eﬂdforlen[[] 2: W,X(—O;S(—{};a(—l
7: for Pe U {process[t[]} do 3: for ie 1,2,...,len[t] do
i=1 . -
8: for <a,b>e CTG-Full-Po36urrs (t, P) do 4: i process[t(.') =P then
) | 50w« read) JUn , (i)
9: for 7 fhread|i} ao 6 ol writdfw]UD , (i)
i=a
10: E; < Static graph construction funiculus (G, Ey ¢ T x < [addr[tiladdr[ti]+ size[insn[ti]]—l]
,a,b,T n) 8: if (WNx=0)A(XNw=0) then
11: np < nyp +1 9: W«wUow
12: end for 10: else
13:end for 11: W« ol;
14: end for 12: S < SU{a,i~1)a < i
: len[[]{[ [‘]} 13:end if
15:for T e 91 hread |t 4o i
16: exit[G, < F2 (G, T, n; ,0) 15: end for
17:F7(G, E ,exit[G]T ) 16: return SU(a,len[t])
18: end for 17: end function
19:return G

Fig. 5. Algorithm for splitting the attractor

20:end function into segments of the static code "CTG-Full-Partition"

Fig. 4. "CTG-Full" algorithm

The further development of this research is to
study the whole scheme and develop an appropriate
Thus, a set of algorithms for allocating a set of method for allocating a binary code algorithm for

Conclusion

attractors with related features and synthesizing software security analysis.
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Mopnesb NiAroTOBKH JAHUX BUALICHHS aJITOPUTMY 3 ABIHKOBOro Koxy
U1 aHAJI3Y Oe3NeKH NPOrpPaMHOro 3ade3ne4eHHs

1. Mamysiy, /1. O. JTucuus, A. O. Jucuus

IIpeamer noc/ifKeHHs1 — BUKOPHCTAHHS TEXHOJIOTII BiJIHOBJIEHHS B MAllMHHO-HE3aJISKHOMY BMIJIAII lIrOPUTMY IO
Habopy /ABIIKOBUX aTpakTopiB Ul aHANi3y Oe3NeKu mporpaMHoro 3abesnedeHHs. MeTa eTaTTi — po3IIIsIaHHs NEepIIoro eTay
METO/ly BUAICHHS aJrOPUTMY 3 JIBIKOBOrO KOAY 3 BUKOPHCTAHHSM JIOZATKOBUX aTPaKTOPIB — MiArOTOBYOro, IO BKIIOYAE B
cebe 3aBJaHHs BUAIICHHS MHOKUHHU aTPAaKTOPIB C 3araJbHUMM O3HAKaMH Ta CHHTE3 iHpopMalil Npo JOCIi/LKYyBaHy CUCTEMY.
OtpumaHi Taki pe3yjabTaTH. IIpoBeneHO aHal3 CHELiali30BaHUX CHUMYNATOPIB, IO JO3BOJISAIOTH BUPIIIYBATH IHUTAHHA
BUJIIJICHHS (BIIy4€HHS) JIESIKUX aJITOPUTMIB 3 JBIHKOBOro Koxy. Bu3HaueHo HEOOX1THICTh TOCIIKEHHS T0AaTKOBUX aTPaKTOPiB
JIBINKOBOrO KOIy IporpaMu s MiABUIIEHHS TOYHOCTI TECTyBaHHA Oe3leku IporpaMHoro 3abesnedeHHs. CXeMaTHYHO
3aIPOIIOHOBAHO 3arajlbHy CTPYKTYPY BUIIUICHHS allrOPUTMY 3 ABIHKOBOro Koxy. BucHoBku. Po3po0ieHo KoMILIeKe airopurMis,
10 B LIJIOMY CKJIaJIal0Th MOJEJb NEPIIOro eTally IiJArOTOBKM JaHWX BUJAUICHHS ITOPUTMY 3 JBIHKOBOrO KOAY Ul aHAli3y
6e3mneku nporpaMHoro 3abesnedeHHs. OcoOIIMBICTIO PO3POOOK LILOTO €TAIly € MOXKIIMBICTD 00y yBaHHS rpady s H0BIIBHOTO
aTpakTopy, 6e3 OOMEKEHHs Ha CTAaTUYHICTh Koxy. lle HajacTb MOMIIMBICTH CYTTEBOIO PO3ILIMPEHHS CIEKTPY IOCHIIXKYBaHHUX
MPOrpaMHUX KOJIB, y TOMY YMCIi KOXIB, IO MAalOTh O3HAKU JUHaMiuHOi 3MiHHM. [Tojmanbimii po3BUTOK pOOOTH MOIATaE y
JIOCTIJKEHHI BCi€i cXeMM Ta po3poOKM BiAMOBIIHOrO METONY BHJIUICHHS ajJrOPUTMY 3 ABIMKOBOrO KOAY JUIS aHANI3y Oe3NeKH
HPOrpaMHOro 3a0e3NeyeHHs.

KawuoBi cioBa: tectyBaHHs Oe31eKH IPOrpaMHOro 3a0e3redeHHs; ABiKOBUI aTPaKkTop; eTHYHUI XaKiHT.

Mopeib NOATOTOBKH JaHHBIX BBIIEJIEHHUS AJITOPUTMA U3 IBOMYHOr0 KOJIa
U1 aHAJIH3a (e30MaCHOCTH MPOrpaMMHOro odecrevyeHust

W. Mamysuy, [I. A. JIucuna, A.A. Jlucuna

IIpeamer HccileA0BAHMS — HCIIONb30BAHKE TEXHOJIOTUH BOCCTAHOBIICHHS B MAIMHHO-HE3aBUCHMOM BHJIE aIrOpUTMa IO
Habopy IBOMYHBIX aTTPaKTOPOB [UIA aHaJIM3a Oe30IMacCHOCTH HporpaMMmHoro obecredernus. Iledb cTaThhm — paccMOTpeHHE
[IepPBOrO 3Tala MeTOa BBIACNCHHsS aJrOPHTMAa M3 JBOWYHOrO KOZAA C HCIOJIB30BAHHEM IONOJHUTEIBHBIX aTTPAaKTOPOB —
HOJTOTOBHTENBHOr0, KOTOPBIH BKIIIOYAET B ce0sl 3a1a4y BBIICICHNSI MHOKECTBA aTTPAKTOPOB € OOLIMMY NIPH3HAKAMH U CUHTE3
nHopMamuy 06 uccnemyemoii cucreme. IlomydeHsl ciemylomme pe3yabTaThl. IIpoBefieH aHAIM3 CIENHAIM3HPOBAHHBIX
CHMYJISITOPOB, [IO3BOJISIFOIIMX PELIATH BONPOCH! BBIIEICHUS (M3bITHS) HEKOTOPBIX aIrOPUTMOB M3 IBONYHOrO Koza. OmnpeneneHa
HEOOXOIMMOCTb H3BICKAaHUS JOIOJIHHTEIBHBIX AaTTPAaKTOPOB [BOMYHOIO KOJA IPOrpaMMbl IS IOBBILIEHUS TOYHOCTH
TECTUPOBaHUs OE30MACHOCTH MPOrpaMMHOro obOecredeHus. CXeMaTHYecKH IpeyIokKeHa oOlas CTPYKTYpa BBIICJICHHS
QITOpUTMA U3 ABOMYHOrO KoJa. BeIBoABI. Pa3paboTaH KOMIUIEKC alrOPUTMOB, KOTOPBIE B LIEJIOM COCTAaBIISIIOT MOZEIb [IEPBOrO
JTarna HOATOTOBKYU JIaHHBIX BBIAENICHHS AIrOPUTMa U3 IBONYHOTO KO JUIs aHaIHM3a O€30MaCHOCTH POrPaMMHOI0 00ECTIeYESHHSL.
OC00EHHOCTBIO Pa3pabOTOK 3TOrO 3Tala SABIACTCS BOSMOXKHOCTB IIOCTPOCHHS Tpada I MPOMU3BOIBHOrO aTTPaKTOpoB, 6e3
OrpaHMYEHMs] Ha CTaTHYHOCTh KOZa. DTO II03BOJIMT CYLIECTBEHHO PACIIMPHUTH CHEKTP M3y4aeMBIX MPOrPaMMHEIX KOIOB, B TOM
qyclie KOJOB, HMEIOIIMX IIPU3HAKH JTMHAMUYECKOro H3MeHeHus. JlanpHeiee pa3BuTHe paboThl 3aKII0YaeTCsl B UCCIIEIOBAHUH
BCEH CXeMBI U Pa3pabOoTKe COOTBETCTBYIOIIEIO METONA BBIACICHHUS alrOpUTMa M3 IBOMYHOTO KOIA Ui aHAH3a Oe30IacHOCTH
[POrpaMMHOTr0 00ECIICUCHHUS.

KaoueBbie cioBa: TecTHpoBaHHE 0E30MMaCHOCTH IPOrPaMMHOIO OOECIIeUeHHMs; ABOWYHBIN aTTPAKTOp; 3THUECKUI
XAKHHT.
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