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METHOD OF SIGNAL PROCESSING IN MIMO SYSTEMS
OF UNMANNED AVIATION COMPLEXES

Noise immunity of receiving signals in the MIMO (Multiple Input Multiple-Output) system essentially depends on the choice
of the signal processing method on the receiving side. Existing methods of signal processing, in the MIMO system, that
provide a given quality of information transmission, have high computational complexity, so there is a necessity to improve
these methods. The purpose of this article is to increase the impedance of channels of control and data transmission of
unmanned aerial systems, which was achieved by developing new method of signal processing in multi-antenna systems of
unmanned aerial systems. The article developed an improved method of signal processing in MIMO systems of unmanned
aerial systems, the essence of which is the ability to work with a known and unknown correlation matrix, the division of
received signals into groups and the evaluation of each group, taking into account the evaluation error. During the research, the
theory of communication, signal theory, the theory of antennas and the theory of noise-proof coding were used. The difference
between an improved method is, that the method allows you to work with an unknown correlation matrix. While processing a
signal in a demodulator, each iteration takes into account not only the estimate obtained in the previous step, but also the
degree of accuracy of the character estimation. The proposed improved method has characteristics, that are close to the
characteristics of demodulator, optimal for the criterion of maximum likelihood, but much less computational complexity. The
method allows you to reduce computing costs by 20 times, compared with the maximum likelihood algorithm. The practical
implementation of this method will allow the creation of software for communication equipment of unmanned aeronautical

complexes, which operate in difficult conditions of the radio electronic environment.
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Introduction

One of the technologies, that significantly
improves bandwidth and noise immunity of unmanned
aerial vehicle (UAV) channels is MIMO (Multiple-Input
Multiple-Output) technology, which allows to more
efficient use of transmitter power and the strugglet
against fading signals [1-9]. Improved efficiency was
achieved through the using of space time coding (STC)
techniques, that provide the transmission and reception
of parallel streams of information. An analysis of the
using and prospects of the UAV development carried
out in [10-18] shows, that promising UAV should
provide information transmission in a complex
radioelectronic environment.

So, purpose of the article is the development of
an advanced signal processing method in MIMO
systems of unmanned aerial systems.

Presentation of main material research

An analysis of known STC systems [19-25] shows,
that increasing the spectral efficiency of the MIMO
system is usually due to the complication of the STC
demodulator and the reduction of system impedance.
Therefore, an important task is to choose a method of
processing signals on the receiving side, which provides
given quality of information transmission and was
characterized by moderate computational complexity.

Let’s conduct a comparative analysis of signal
processing methods in the MIMO system with STC in
terms of their efficiency and computational complexity.

Transmitted signals after the influence of the relay
fading and white gaussian noise (WGN) in the radio

signal-interfering environment; information transfer speed; bit error probability; spatial-temporal

channel, arrive at the V receiving tracks. Samples of
complex inlets at the output of the receivers in one interval
can be described by the vector-matrix equation [19-25]:

Z =HA + B, €))
where Z is the vector, each component of which z,

i=LV, is a countdown of a comprehensive bypass on
i-th demodulator input of STC; A is the vector, each
j=1S
complex informational symbol, belonging to a plurality
{aV, ..., a"}, K is the multiplicity of quadrature
amplitude  modulation  (Quadrature =~ Amplitude
Modulation, QAM); H is the matrix, each element of
which /;; is a complex transmission coefficient of the
propagation path of the signal, that is emitted j-th
antenna and accepted by i-th antenna; B is the vector,
each component of which b; is a countdown of complex
gaussian noise on i-th demodulator input STC, which
has zero avaeage and variance 26°.

On the transmission side, information symbols a;
split into blocks with W characters were appropriately
processed and radiated through S transmitting antennas
for a given number of time intervals Kjiven. The spatial-
temporal code can be presented, as a generating matrix,
in which the rows correspond to the transmit antennas,
and the columns are time intervals for character transfer:

component of which a, is a transmitted
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where sy, j=1S, k=LK

complex information symbols a;, i =1, 2, ..., which was
radiated by j-th antenna on k-th time interval. Symbolic
speed of the MIMO system is defined as the ratio of the
length of the information symbol block W to the amount
of time, that necessary to transmit this block of time
intervals Kyiven: Rstc = W/Kjiven. The higher the symbolic
speed of Rgsrc spatial-temporal code, the higher
efficiency of the using of frequency resources of the
channel. Spatial-time codes are divided into two classes:
orthogonal and non-orthogonal. Among the orthogonal
codes, it is necessary to allocate the code of alamouti,
whose generating matrix has the form [19-25]:

given 18 @ function from

G- @ -a 3)

!
a 4

Symbolic alamouti speed code is Rstc = 1. In the
matrix (3), the rows are orthogonal to each other, the
same is true for its columns. Due to this property on the
receiving side it becomes possible to calculate the
estimates by the method of maximum probability (MP)
of the transferred symbols using the algorithm of
weighting the received signals. The energy gain from
using the alamoit scheme with two transmitting and one
receiving antennas, compared to the usual SISO system
is equal to 7 dB for the probability of mistaken
acceptance Pugr = 107 by using four-position phase
manipulation (QPSK, Quadrature Phase Shift Keying).

Unfortunately, for systems with more, than two
transmitting antennas, while using QAM There are no
orthogonal codes at speed Rgrc = 1. While switching to
more transmitting antennas, for example, 3 and 4, the
symbolic speed of the corresponding orthogonal codes
does not exceed 3/4. Symbol speed of the codes for five
or more transmitting antennas does not exceed 1/2.

Increasing the bandwidth of data channels is
possible using non-orthogonal spatial-temporal codes.
The symbolic speed for non-orthogonal coding may
reach a value, that corresponde to the number of
transmit antennas S, if Kgw.en time intervals can be
transferred to a block with W = Kiiv,S informational
symbols. This condition satisfies the code V-BLAST
(Vertical Bell Labs Layered Space Time) [19-25].
Another example of a non-orthogonal code is the double
code of alamouti.

Fig. 1 shows the characteristics of the MIMO
system in the processing of signals by the maximum
likelihood method for systems with 8 transmitting and 8
receiving antennas, using the code V-BLAST and the
alamoit dual code for QPSK modulation. To demodulate
the code V-BLAST at a symbolic rate of 4 is required
signal/noise ratio 4* on 5 dB higher (when Peyo, = 107),
than to demodulate the double code of alamouti with a
symbolic rate 2. Increasing the spectral efficiency in the
MIMO system, by using spatial-temporal code with a
higher symbolic speed for a given number of
transmitting and receiving antennas leads to a decrease
in the energy efficiency of the system.

The filtration process STC is reduced to the
solution of the equation (1), to the unknown a, because
there is a random component in gaussian noise in the

equation B, traditional methods for solving linear
equations do not provide the necessary accuracy.
Different methods can be used to calculate estimates of
transmitted symbols: the method of zeroing (ZF is Zero
Forcing), method of minimizing the mean square
deviation (MMSD), the method of the sequential
exclusion of the demodulated component (SIC is
Successive  Interference  Cancellation), maximum
likelihood method (ML) and the spherical decoding
method (SD) etc [19-25].

Estimates of transmitted symbols by the ZF
method are calculated as:

0=(HH)'HY. (4)

The expression for computing the estimation of
MMSD has the form:

0=HH+25 1) 'HY. (5)

The MMSD method allows to reduce noise and
higher noise immunity compared to ZF. Computational

complexity of both methods is proportional to S°.

Comparative analysis of the signal processing
methods in the MIMO system is shown in fig. 2, where
the simulation results are presented using the program
MatCad 14. The simulation were fulfilled the following
conditions:

1) impulse characteristic of the channel is known
on the receiving side;

2) the duration of all impulse characteristics are the
same and equal to 4;

3) processing of 10° symbols was carried out by
blocks of 50 characters.

In fig. 2 is a graph of estimation of noise immunity
of accepted sequence of symbols for MMSD, SIC, MP
and ZF algorithms. According to the results of the
simulation, we can conclude, that the algorithm MP is
the most harmful.

Significantly better characteristics, than the ZF and
MMSD methods, have an SIC algorithm, which reduces
to the sequential exclusion of demodulated components
from the received signal.

On each iteration of this algorithm by the MMSD
method, a rigorous evaluation of one of the components
transmitted by i-th antenna, the replica of which is
subtracted from the received signal.

The SIC method has a significant drawback - the
effect of "multiplying errors". The number of arithmetic
operations in this method is proportional to the S*.

The best practice among known demodulation
methods is the MP method. Evaluation of information
symbols by the MP method is carried out by checking
all combinations of the vector 6 from the set of possible

values of the QAM symbol vector © = {9(1),...,6(@"’")} :

0 =arg min"Y - HG"2 . (6)
0

The computational complexity of this algorithm

exponentially increases as the number of transmitting

s
given *

antennas increases S and proportional to the value x
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Fig. 1. Dependence of the probability of false reception from the
signal/noise ratio for the double code of Alamouti and V-BLAST

Implement this real-time algorithm for the V-
BLAST system, for example, with S = 8 and using of
the modulation QAM-16, quite problematic. In this
case, an interval must be performed on the interval of
the duration of one information symbol 16* = 65536
symbol combinations.

In a spherical decoder, unlike the MP algorithm,
the reduced combination of combinations is limited by a
certain subset of combinations © € © [23]. Within a
subset ©" hamming's distance from each of the
combinations to some initial evaluation of the vector 0
does not exceed the value d is the radius of the " search
sphere ". Demodulation quality 6 depends on the radius
d. The greater the radius, the higher the reliability of the
estimate, calculated by this method. However, with an
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Fig. 2 Results of MIMO 8x8 system simulation,
for ZF, MMSD, SIC and MP algorithms

increase d, increases the size of the subset of the vectors
©@“, which is checked, and the computational complexity
of the SD algorithm. The disadvantage of this algorithm
is the random computational complexity, which depends
on the signal/noise ratio. With a low average
computational complexity of the SD algorithm, its
maximum value may coincide with the computational
complexity of the MP algorithm. This fact complicates
the hardware implementation of SD, since the restriction
of computational complexity in hardware causes
degradation of the characteristics of the algorithm.
Fig.2 and in tabl. 1 shows the characteristics of the
above-described processing methods for the V-BLAST
system with 8 transmitting and 8 receiving antennas,
during modulation of the QAM-16.

Table 1. Noise immunity and computational complexity of different signal processing methods

Method of processing Signal/noise ratio 4 (dB), when Peyo, = 107 Computational complexity
ZF 25 s’
MMSD 22,5 s’
SIC 17,2 s
MP 14 ;iven
SD 14 depends on the signal/noise ratio

Impedance of the MIMO system using the SD
method coincides with the characteristics of the MP
method with an unlimited number of steps. Obtained
dependence of the error probability on the signal/noise
ratio 4> shows, that known algorithms with acceptable
computational complexity are considerably inferior to the
characteristics of the impedance of the MP algorithm.

Thus, the best noise immunity among the known
methods of signal processing in the MIMO system is the
method of maximum likelihood. The best-known
characteristics of the known methods of signal
processing has the maximum likelihood method
[21-23]. But the computational complexity of this
method exponentially increases as the number of
transmitting antennas increases and is proportional to

s . . . . .
the value Ky, . In [23], it describes the iterative quasi-

optimal method of signal processing in the MIMO
system. In this algorithm, user signals were divided into
groups, then the initial values of information symbol
estimates were established and replicas were generated
for each group of signals. After deduction of the replica
of the input signal, statistics are generated for
demodulation. The processing of each group of signals
is carried out using an optimal algorithm. Estimates of
information symbols are determined by several
iterations. In [20], the characteristics of signal
processing for seven iterations for various variants of
BLAST systems were analyzed. The complexity of this
method is much smaller compared to the maximum
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likelihood method, when the characteristics of this
algorithm significantly exceed the characteristics of V-
BLAST, but there is a significant difference from the
characteristics of the maximum likelihood algorithm.
The noise immunity of this method can be greatly
improved by taking into account the degree of accuracy
of estimates on intermediate iterations with a known or
unknown correlation matrix.

The scheme of realization of the proposed method
is shown in fig. 3.
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Fig. 3. Scheme of implementation
of the signal processing method in the MIMO system
Output data (fig. 3, block 1) are parameters of
system MIMO and channel ¥ = {y;}, i=1,6, where
Y ...y i1s the number of transmitting and receiving

antennas, the number of iterations, the dimension of the
ensemble of signals, the duration of the frame at the
output of the demodulator, H is a channel matrix.
Signals on the receiving side can be divided into two
groups and equation (4) can be written in block form:

Z,_H, H,JA + /B (7)
Z, 2 Hy Ay By

which is equivalent to
Z=H A+H,A,+B,; ®)
Z,=H,,A,+H,A,+B,.

Consider the case, when the correlation matrix is
known. Then, at the initial stage, the estimation of the
transmitted symbols is calculated by the method of the
minimum of the avarage square error (block 3) [21]:

~(0)

R” - wH+ 251 'HZ, 9)
where sign ' means the operation of the ermitian
connection.

The precision of the initial estimation of vector A
is determined by the correlation matrix of evaluation
errors (block 10)

R® =26%(H'H + 267 ). (10)

Let it be, on the i-th iteration is a vector

estimation Aj:

~(i-1) i1
A2 = Ay Al (i1
where AY™) s the error of estimating vector A, on i—1-
th iteration, which is gaussian random variable with a
zero avarage and correlation matrix R}™ .

Given the expression (11), equation (8) can be
transformed into a form:

; = -1 .
Z{)=Z,-H,AJV=H A +H,A] 1)+B1’ (12)
1 - -
Z{)=7,-H,,A{"=H, A +H,A{+B,,
or ZW:H] Ay +X‘(li._]]) ’. (13)
ZY=H, A x5,

where %" Ta y{i"" is the gaussian random variables
with zero avarage and correlation matrices:

i—1)_ -y’ .
[Kgl] =H,,R{-DH!,+261; 14)

K{=H, R{DH),+2051.

In turn, the system of equations (14) can be written
in the form

. »
0 =HA, +77Y, (15)
. (i) H . (i)
where Z{7/ = 2411 11, |, 0 =
Z; H,, X2

Soft score of the first group of symbols A, on i-th
iteration is calculated as:

&3
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where A¥* is the a set of values, that can receive a
vector of information symbols of the first group.

To calculate the evaluation of the symbols of the
second group A, at this iteration repeat operations
similar to the expressions (11) — (17), taking into

El

i—1
RV

account the found evaluation A](i). The correlation
matrix of estimation errors in this step is calculated:

: NCNCARNOIN
RG”:E{A] Al }:—A] A+

(Zf)—H]A] )’(ZGU—H]A])
0, RO (17)

szAA'e
+ZA/ 143

. (Z?’—H]A,)(Z?LH]A])

S e R
AS 2
<)

Found on i-th iteration of evaluation K?) 1A,

(blocks 4-7) form a general estimate of the vector of the
transmitted symbols:
~(i)
~Gi) |A
A= . (18)
K(l)
2
Under an unknown correlation matrix, the
following sequence of actions occurs. Initialization of

the basic correlation matrix occurs R,(0)=1, and
setting the counter of iterations to a zero position i =0
(block 4). After which happens the evaluation of
information symbols A on i-th step by expression:
A, = arg n{u’n}g go(R;‘ {(i ~1)H-z]H-z]! }) (19)
4elU, f

W

where {U,}° is the vector, that describes the alphabet
of transmitting antennas, ¢ is the matrix trace.
After evaluation of information symbols, A the

estimation of the correlation matrix happens at the
second step in terms of expression:

. . qH
RN):L“{X—HK(’)} {X—HK(Z)} . (20)

where Lis the the number of vector-columns of the
matrix of space-time symbols.
After i <J , where J is the maximum number of
iterations, i =i+1 happens a transition to the block 4.
Unlike the well-known, in the developed method,
signal processing is possible with an unknown

correlation matrix, and each iteration takes into account
not only the score obtained in the previous step, but also
the degree of accuracy of the character estimation.

To evaluate the effectiveness of the developed
method, an imitation model was developed in the
programming environment MatCad 14. Modelling was
conducted for a system with 8 receiving and 8§
transmitting antennas using quadrature amplitude
modulation.

Fig. 4 shows the probability of error Py, from
signal/noise ratio (SNR).

Relative signal/noise refers to the ratio / / 267,

. . . . . 2.
where 26° is a noise dispersion of observation, A4 is the

average signal strength in the interval of the duration of
one information symbol in one receiving channel, that is

M,
W =E Z|hy| , i is number of input tract, i =1,M, .
j

It is believed, that for all receiving channels SNR
is the same, since the matrix H consists of uncorrelated
complex gaussian random variables with zero avarage
and uniform dispersions. From fig. 4 we can see, that
the least efficient algorithm has a minimum of mean-
square  deviation. The proposed quasi-optimal
processing method has energy losses in comparison
with the optimal demodulator of the order 1 dB (when
P.ror = 107). At the same time, the V-BLAST algorithm
has power losses close 3 dB.
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Fig. 4. Impedance of different methods
of signal processing in the MIMO system

When dividing S flows into two subgroups, the
complexity of the algorithm for K-position modulation

is proportional to K 5/2 | that is, with the number of
antennas 8 and modulation QAM-16, it is necessary to
perform computational operations for 256 combinations
in the interval of the one information symbol duration.

Number of mathematical operations (addition and
multiplication) with the number of iterations and in this
method is proportional to the magnitude
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28i K52 8% + 20iK5* § |

In MIMO system with 8 transmitting and 8
receiving antennas for demodulating one information
symbol (with frequency of passage 100 wmks) With
modulation of QAM-16, the method allows to reduce the
number of operations performed in real time, from 10
million in the case of an optimal demodulator to 500
thousand. Thus, the computational cost for implementing
the proposed method is 20 times less, than the maximum
likelihood algorithm.

According to the results of the simulation, we can
conclude, that the proposed method has characteristics
close to the characteristics of the demodulator, optimal
for the criterion of maximum likelihood, but much less
computational complexity. This method can be used to
process signals in systems with more antennas and with
high modulation multiplicity.

Conclusions

1. The noise immunity of receiving signals in the
MIMO system, essentially depends on the choice of the
signal processing method on the receiving side. Existing
methods for processing signals, that provide a given
quality of information transmission have a high
computational complexity, so there is a necessity to
improve these methods.

2. This article developed an improved method of
signal processing in MIMO systems of unmanned
aeronautical complexes, the essence is the ability to
work with a known and unknown correlation matrix, the
division of received signals into groups and the
evaluation of each group, taking into account the
evaluation error.

The difference between the advanced method and
the known method, which determines its novelty and the
essence of the improvement, is that the method allows
to work with an unknown correlation matrix, and when
processing the signal in the demodulator, each iteration
takes into account not only the evaluation obtained in
the previous step, but also the degree of accuracy
character evaluation.

3. The proposed improved method has
characteristics, that are close to the characteristics of a
demodulator, optimal for the criterion of maximum
likelihood, but much less computational complexity. So,
in the MIMO system with 8 transmitting and 8 receiving
antennas, demodulating one information symbol with
modulation of QAM-16, the method allows to reduce
computing costs by 20 times compared with the
maximum likelihood algorithm.

The direction of further research is the development
of a method for evaluating the parameters of the MIMO
system channels of unmanned aeronautical complexes.
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Merton 06podxu curnajis y cucremax MIMO 6e3ninnoTHuX aBianiifHMX KOMILIEKCIB
P.M. XKusoroscekuii, C.M. Iletpyk

3aBanocriiikicts npuiiMaHHs curHanmiB B cucremi MIMO (Multiple-Input Multiple-Output) cyTTeBO 3alexuTh Bix BHOOPY
MeToxy OOpoOKHM CHUTHANIB Ha NpuiiMaibHOMY Oori. IcHyroui meroxm oOpoOku cursaiiB, B cucteMi MIMO ki 3a0e3nedytoTh
3aj1aHy SIKiCTh nepeznadi iHpopmarlii, MaloTh BUCOKY OOUMCITIOBAIBHY CKJIA/IHICTh, TOMY BUHHKA€E HEOOXIIHICTh YIOCKOHAICHHS LIHX
MeToiB. MeTor 3a3HaueHOl CTATTi € IiJBUIIEHHS 3aBa/I03aXMIICHOCTI KAaHAIB YNPAaBIIHHA Ta Nepeiadi JaHUX Oe3NUIOTHHX
aBlallifHUX KOMIUIEKCIB, IO JIOCSTAETHCS LUISIXOM PO3POOKH HOBOI'O METOXNY OOpOOKHM CHTHAJTIB y OaraTOaHTEHHHX CHCTEMax
OE3MUJIOTHUX aBialliiHNX KOMIUIEKCIB. B crarTi po3polieHo yaocKoHalleHHid MeTon oOpoOku curHamiB B cucremax MIMO
0e3NUIOTHHUX aBiallifHUX KOMIUIEKCIB, CYTHICTb SIKOIO IOJIATA€ B MOXJIMBOCTI POOOTH 3 BiJIOMOIO Ta HEBIIOMOIO KOPEJISLIHHO0
MATpHUIICI0, PO3OUTTI NPUIHATHX CUTHAJIB HA TPYHH 1 OLUHII KOXHOI I'PyNM 3 BpaXyBaHHSAM NOMWIKM ouiHroBaHHsA. Ilin uyac
JIOCIIiKeHHsT Oy 1M BUKOPHCTaHI IIOJIOXKEHHS TeOpil 3B’A3KY, TEOpii CUrHANIB, TEOpii aHTEH Ta Teopil 3aBafOCTIHKOro KOJLyBaHHS.
BigMiHHICTD yIOCKOHAJIEHOTO METOY, IOJISTac B TOMY, IO METOJ JIO3BOJISIE TIPALIOBATH NP HEBIIOMIll KOpENALIiHHIf MaTpu, a
py 00poO1Ii CUrHATY B I€MOIYIIATOPI HA KOXKHIH iTepaltii BpaxoBYyeThCs HE TIIBKM OLIIHKA, OTPHMAaHa Ha IONEPEeIHbOMY KpOLIi, aje
i CTymiHb TOYHOCTI OLIHIOBAaHHS CHMBOJIB. 3alpPONOHOBAHWI BJOCKOHAJIECHUH METOJ Ma€ XapaKTePUCTHKH, Onu3bKi 110
XapaKTEepUCTUK JEeMOAYIIATOPA, ONTHMAIbHOIO 33 KpHUTEpiEM MaKCUMAIbHOI IIPaBJONOAIOHOCTI, ajge 3HAYHO MEHILY
O0YMCITIOBAIBHY CKJIaJHICTb. MeTon 103BOJIS€ 3HM3UTH OOUMCIIOBaIbHI 3arpatd B 20 pa3iB B IIOPIBHSAHHI 3 aJIrOPUTMOM
MAaKCHMAJIbHOTO I1paBzonoxiOHocTi. IIpakTiyHa peaii3alis 3a3Ha4EHOTO METOAY JO3BOJIMTH CTBOPHUTH NpOrpaMHe 3abe3nedeHHs
JUIL  KOMyHIKalifiHoro oOyiagHaHHS Oe3MUIOTHUX aBialliiHUX KOMIUIEKCIB, 10 (YHKUIOHYOTh B CKJIAJHHX YMOBAax
PaioeNeKTpOHHOI 0OCTaHOBKHL.

Kar4doBi cioBa: cursaibHO-3aBa/joBa 00CTaHOBKA; IIBUIKICTD Hepenadi iHdopMaltii; HMOBIpHiCTh 6iTOBOI MOMMUIIKH,
IIPOCTOpOBO-YacoBa 00podka, cucrema MIMO, nmapasnenbHi KaHAJIH.

Merton o0padorku curnanos B cucremax MIMO GecnnnioTHBIX aBHALIMOHHBIX KOMILJICKCOB
P.H. Kusorosckuii, C.H. Ilerpyk

IMTomexoycroitunBocTh mpueMa curHanoB B cucreme MIMO (Multiple-Input Multiple-Output) cyimecTBeHHO 3aBUCUT OT
BBIOOpA MeTozia 00pabOTKH CHTHAJIOB HA NMPHEMHOH cropoHe. CylecTByIoIIHe MeTobl 00paboTK cHrHanoB B cucreme MIMO,
KOTOpBIe 00CSCIeYMBAIOT 3aJaHHOE KAadeCTBO Iiepenadn MH(GOPMALHY, NMEIOT BBICOKYIO BBIYHMCIUTENIBHYIO CI0XKHOCTb, ITO3TOMY
BO3HMKAeT HEOOXOIMMOCTh COBEpPLICHCTBOBAaHWS OJTHX MeTOHOB. Llenblo JaHHOH CTaTbl  SIBJISETCS  HOBBILICHHE
HOMEXO3AIHIIEHHOCTH KAaHAJIOB YIIPaBJICHHs U Nepeiady JAHHBIX OCSCIMIOTHBIX aBHALMOHHBIX KOMIUIEKCOB, OCTHTAETCs IIyTeM
pa3pabOTKH HOBOI'O METO/ia 0OPabOTKH CUIHAJIOB B MHOTOQHTEHHBIX CHCTEMax OSCIMIOTHBIX aBHALMOHHBIX KOMIUIEKCOB. B cTatbe
pa3paboTaH yCOBEPIICHCTBOBAHHEIN MeTox o0paboTku curHaioB B cucreMax MIMO OeCHIOTHBIX aBHALMOHHBIX KOMIUICKCOB,
CYIIHOCTH KOTOPOTO 3aKIIIOYaeTCs B BO3MOXHOCTH PabOTBHI C M3BECTHOI M HEM3BECTHOH KOPPENAIMOHHON MaTpHIeH, pa3OuBKe
NPHHATBIX CUTHAJIOB HA TPYIIBI U OLEHKE KaKJOW TPYNIBI C y4eTOM OIIMOKH OLEHHWBAHWSA. B Xone HccienoBaHHS ObLIM
UCIIONB30BAHB! TNOJIOXKCHHSI TEOPHY CBSI3YM, TEOPHH CUTHAJIOB, TEOPHU AHTEHH W TEOPHH IIOMEXOYCTOWYHMBOIO KOXMPOBAHHS.
Otndue ycoBepIICHCTBOBAHHOTO METO/IA, 3aK/TIOYAETCSA B TOM, YTO METOJI [O3BOJISAET PaboTaTh MPH HEM3BECTHOI KOPPEIALHOHHOM
MaTpHIBI, a IPH 00pabOTKe CHTHANIA B JEMOIYIATOPE Ha KaXIOH MTEpallMil YIHTHIBAETCA HE TOJNBKO OLECHKA, ITOMyYCHHAs Ha
IpeibIIyIeM Iiare, HO U CTeNeHb TOYHOCTH OLEHKH CHMBOJIOB. IIpe/UIOKCHHBINH YCOBEPLICHCTBOBAHHBIH METOX MMeEeT
XapaKTePUCTHKH, OJIM3KHE K XapaKTePUCTHKAM JEMOMYIISTOPA, ONTHMAIBHOrO O KPUTEPHIO0 MAaKCHMAJIBHOTO TIPaBIONONO0OHs, HO
MMEIOLIET0 3HAUUTEIEHO MEHBIIYIO BEMUCIHUTEIBHYIO CJI0KHOCTh. METO IIO3BOMSET CHU3UTD BBIYHCIUTENbHBIE 3aTpatsl B 20 pa3
10 CPaBHEHMIO C aITOPUTMOM MaKCHMAaIbHOTO TpaBiononobus. IpakTideckas peanu3alis JaHHOTO METOJa TO3BONHUT CO3/1aTh
IporpaMMHOe  obecliedeHHMe UL  KOMMYHMKAIHOHHOTO — OOOpYIOBaHHMsS  OCCIIMIOTHBIX  aBHALMOHHBIX  KOMILIEKCOB,
(YHKIMOHUPYIOIIHX B CIIOXKHBIX YCIOBHAX PaJIOIEKTPOHHON 00CTaHOBKH.

KiawueBble ciioBa: CHIHAaIBHO-IOMEXOBass OOCTaHOBKA; CKOPOCThH Ieperadd MH(GOPMALUH; BEPOSTHOCTH OWUTOBOM
OIINOKH, TPOCTPAHCTBEHHO-BpeMeHHast o0padoTka, cucrema MIMO, napaienbHble KaHaIbL.
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