Advanced Information Systems. 2018. Vol. 2, No. 1

ISSN 2522-9052

UDC 004.6
O. Illiashenko ', V. Kharchenko '#, A. Kor?

doi: 10.20998/2522-9052.2018.1.12

"National Aerospace University “Kharkiv Aviation Institute”, Kharkiv, Ukraine
*Research and Production Company Radiy, Kropyvnytskyi, Ukraine
? Leeds Beckett University, LS1 3HE, Leeds, Great Britain

GAP-ANALYSIS OF ASSURANCE CASE-BASED CYBERSECURITY ASSESSMENT:
TECHNIQUE AND CASE STUDY

The subject matter of the article is the processes of cybersecurity assessment. The goal is to develop technique for gap-
analysis of cybersecurity analysis process. The task to be solved is to develop a method for analyzing gaps in the process of
assessment of non-functional requirements for safety and cybersecurity of ICS. It is based on the classification of
requirements, taking into account the possibility of their decomposition, which includes the construction of an advanced
security assurance and determination of counter-measures to address detected gaps. Conclusions. The scientific novelty of
the results obtained is as follows: the method for ensuring the information security of digital components of the 1&Cs was
further developed by analyzing the discrepancies of requirements using vulnerability description procedures and assessing
the severity of the intrusions consequences, as well as determining the set of countermeasures by the "security-cost"
criterion, which makes it possible to reduce risks to an acceptable level.
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Introduction

MOTIVATION. With the continuous emergence of
new technologies and the improvement of the old ones,
new challenges arise for trusting the devices used,
especially if these devices perform security functions or
access to confidential data. The problems of safety,
security and particularly cybersecurity assessment and
assurance of such systems became even more crucial
when the peculiarities of technologies used during the
process of development of the final product should be
addressed.

Modern companies are paying the most attention to
the issues of ensuring the cyber security of their IT
systems during last years. However, in fact, it turns out
that even compliance with all requirements to
cybersecurity could not ensure the absolute protection
of digital assets. The Cisco 2017 Annual cybersecurity
report [1] (which is based on the research done in 13
countries with more than 2900 participants from 130
companies in different branches of economy) contains
information that among the processed alerts about
threats, only every second one (28%) is justified. Real
countermeasures, which are implemented to mitigate the
threats, are taken only with respect to half of the
reasoned cases (46%). The bad consequences of this
situation are as follows: over a third of the companies
affected by the attack lost at least 20% of their income.

Unfortunately, existing regulatory documents (both
local and international) trying to cover the intended
areas of technologies and, which are particularly
important, critical applications, are insufficiently
structured. They are developed without sufficient
consideration of related technologies and should be
more detailed in the terms of description of appropriate
approaches for assessment and assurance of
cybersecurity requirements and their relationship with
the technologies used [2]. The problem of “branch
customization” of the regulation documents is still
challenging.

Based on the developed taxonomy of used notions
[3] the main notions in accordance with product-process
approach of cybersecurity assessment are process,
product and intrusion. Processes are being implemented
through the development stages of Instrumentation and
Control systems (I&Cs)’ life cycle in order to produce
products.

The products can be vulnerable to intrusions of
various types that can affect the product itself. Results
of the implementation of the processes (i.e., all the
processes that led to the creation of the product) can
have effects on possible consequential changes in such
processes. Each process comprises activities, and, in
case of “non-ideal” process, some of them can contain
discrepancies, e.g. anomalies. In terms of cybersecurity
some of the anomalies can be vulnerabilities of the
product. Vulnerabilities, in turn, can be exploited by an
adversaries during intrusion into the product to
implement an by adversaries attack in order to introduce
some unintended functionality into the product. And
thereby, the gaps are introduced in the process of the
cybersecurity assessment and, finally, in the product.

One of the main milestones in achieving security
objectives is the unification of the process of analyzing
and ensuring the cybersecurity of complex systems.
Another problem is the correctness and validity of the
assessment process itself, which can potentially harm
the assessment result at the end of the day. Thus, both
industry and the academic sector need to have
cybersecurity assurance technique that will take into
account all the features of the technologies used in the
product and possible gaps in the assessment process of
assurance the cybersecurity of such systems.

WORK-RELATED ANALYSIS. There are several
different ways of constructing the cases [4]. They can be
characterized in terms of a safety justification “triangle”
[5]: claims — standards — vulnerabilities. As soon as
safety plays master role in safety-critical systems the
adaptation of this triangle to the cybersecurity assurance
was made as follows:
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e claims (or positive properties) about the
systems’ cybersecurity behavior. Here the specific
claims for the I&Cs are supported by arguments and
evidences at progressively more detailed level;

e the use of accepted standards and guidelines
which is connected with demonstrating compliance to a
known safety standard [6];

e vulnerabilities analysis (or negative properties)
where it is demonstrated that potential vulnerabilities
within a system do not constitute a problem.

The basic understanding of assurance in this paper
is treated from [7]. The case-based assessment practices
for different domains can be found in [8]-[9].

OBJECTIVES AND STRUCTURE. The objective of the
paper is to briefly describe the results of development
and application of the technique for providing the gap-
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The structure of the paper is as follows. Section II
presents description of main entities, which can play role
of possible gaps during the cybersecurity analysis and
describes main stages of gap-analysis of assurance case-
based cybersecurity assessment. Section III contains the
example of the gaps which could possibly arise during
stages of cybersecurity analysis. Section IV contains

conclusions and future work directions.

Description of the Cybersecurity
Assurance Case-oriented Technique
The main stages of the overall cybersecurity

assurance case-based technique are depicted on the fig. 1.
The brief description of the main stages is as follows:
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Fig. 1. The overall picture of assurance case-based cybersecurity assessment
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e Building the requirements profile for the
particular product and requirements for its cybersecurity
assessment and assurance. The requirement profile
should take into account international standards, local
regulations, best practices with the detailed description
of the technologies used.

o Building the facet and hierarchical structure
of the requirements profile. This stage allows
establishing the interrelations of the requirements,
which are “located” at different levels of abstraction
(which were initially taken from different levels of the
normative documents, e.g. international and local level)
or represent different branches. FHS allows representing
the requirement profile in way that is more convenient
for understanding. It implies the analysis of semantics
and classification of requirements.

e It is especially crucial because for complex
systems, e.g. safety-critical, mission-critical systems
the amount of requirements and thus the size of the
resulting requirement profile can be extremely huge
in its size and its interpretation is a separate and
complex issue. The requirements for cybersecurity
assessment and assurance process should be
addressed carefully.

e Assessment of the corresponding Requirement
Quality Metric (RQM). It implies analysis of
semantics and classification of requirements,
representation of FHS in the form of multigraph,
determination of weighting coefficients and calculation
of the fuzzy / entropy coefficient, which is named
Requirement Quality Metric (“actual”).

e Assessment of the delta-RQM to the required
level. During this stage, the determination of the
requirements for RQM important for cybersecurity
(“ideal”) should be done. After this the delta-RQM
should be calculated by comparison of RQM “ideal”
with RQM “actual”.

e Decision about correction. At this stage the
person or group of persons conducting the cybersecurity
assurance analysis should make a decision about
correction of the FHS (which was built earlier) on the
basis of delta measure of effectiveness. If the decision is
affirmative then the facet and hierarchical structure
should be modified and the process of RQM assessment
will start again.

e If the decision to amend the system was not
made then the Advanced Security Assurance Case
(ASAC) should be developed. The process of
development of ASAC is described in detail in [10]. The
example application of ASAC in the process of
cybersecurity assurance of multi-version safety-critical
[1&Cs based on Field Programmable Gate Arrays
(FPGA) is described in [11].

e For assessment of risks related with the
intrusion to the system (e.g.  unrealized
countermeasures) the Intrusion Modes, Effects and
Criticality Analysis IMECA should be executed.
IMECA is a modification of FMEA (Failure Modes
and Effects Analysis) which takes into account
possible intrusions to the system [12]. Since any
vulnerability can become a failure if an intrusion
occurs, the IMECA should be used. It allows taking

into account failures caused by intrusions “using”
system vulnerabilities. During this stage the
(X)ME(Y)A modifications of FMEA family can be
used depending on the task as well, where
X € {Concept, Design, Failure, Intrusion, Process,
Product, Software, System} and Y e {Criticality,
Diagnostic}. At this stage the level of acceptable risk
is assessed. All related risks are calculated, studied and
ranged according with their criticality using criticality
matrixes. Here the joint use of gap-analysis together
with IMECA is also possible. It is based on the
identification of all possible discrepancies which can
be introduced by intrusions that in its turn could arise
during the cybersecurity assessment stages. Ranging of
gaps (which arise during the I&Cs’ development
process) which could lead to intrusions is made by its
criticality of using them by an intruder to perform
successful attack. The joint application of gap-analysis
together with IMECA provided for cybersecurity
assessment of 1&Cs used in nuclear power plant is
presented in [3].

e To eliminate the identified (or even possible)
vulnerabilities (furthermore attacks and threats) or make
them difficult (or even impossible) to exploit by an
intruder/attacker the determination of both sufficient
and cost-effective countermeasures should be done. The
set of countermeasures is developed during this step
taking into account maximum of effectiveness
(maximum level of cybersecurity) and minimum costs.

All data from previous steps are convoluted into
the case report, which contain the resulting data
received from all steps and description of the
corresponding identified gaps in order to make them
traceable, verifiable and justifiable.

It allows both developers, evaluators, owners and
any kind of parties involved implement changes to the
system within their competencies and thus this
mechanism itself provide confident and scalable
solution.

All abovementioned steps are forming the overall
picture of gap-analysis of assurance case-based
cybersecurity assessment.

Gap-analysis of Assurance
case-based cybersecurity
assessment technique

The gaps could be introduced into the result of
cybersecurity assessment (final product of the
cybersecurity assessment) through imperfection of the
following entities:

e human (process developer). Gaps of such type
can appears in the final product due to insufficient
knowledge of the developer, validator, owner, etc. or
due to the fact that the person or group of persons
conducting the cybersecurity analysis are insiders
pursuing destructive purposes;

e technique. Usage of inappropriate techniques
during cybersecurity analysis or incorrect interpretation
of the results obtained could possible lead to the gaps of
such type;

e inappropriate fools, which are used during the
cybersecurity assessment process.
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Each stage of the assurance case-based
cybersecurity analysis technique can possibly contain
gaps itself. So, in order to obtain the correct results of
cybersecurity assessment the developer, validator, owner

Table I. 1dentification of Gaps

or any stakeholder should be confident that no gaps were
introduced during the cybersecurity analysis stages.

The example of results of the gap-analysis for each
stage of the algorithm is represented in Table I.

Stage Identified gaps
Not all standards and regulations are taken into account
Standards do not include all the features of used technologies
Standards, Not all requirements are included in the profile of requirements (the requirements profile is
regulations incomplete)
Implementation of unnecessary requirements (unimportant for security)
Standards do not include all the features of used technologies
]l:ii:;‘;trig(;r The facet and hierarchy structure is made incorrectly
structure (FHS) Not all requirements are included in the structure (the FHS is incomplete)
Requirement The weights for the requirements are defined inaccurately
Quality Metric Classification of requirements is made incorrectly (e.g. Boolean - like not Boolean; Not Boolean -
(RQM) like Boolean)
QR; ;};1;;}:;:; The requirements for A Effectiveness criterion (AEf.cr.) are determined incorrectly (overestimated /
(ARQM) underestimated)
Decision &'lbout Decisions about correctness of the requirements are erroneous (incomplete, inaccurate)
correction
ASAC is built erroneously (incomplete, inaccurate)
ASAC Expert’ activities algorithm is determined erroneously (incomplete, inaccurate, not in detail)

The final results of conformity is determined erroneously

The list of gaps is incomplete

Risk assessment

Not all gaps are itemized and included to (X)ME(Y)A / IMECA
The probability and severity of the non-conformity of the system with the requirements is

The report is made with errors

R)/ XMEY)A determined inaccurately
The risk is calculated inaccurately
The list of countermeasures is incomplete
Set of optimal The coverage of the system by countermeasures is done erroneously (incomplete, inaccurate,
countermeasures incorrect)
(S.count.opt) Generalized indicators of countermeasures optimality were calculated erroneously
The optimization procedure is not implemented correctly
REPORT Negotiation of results is not traced back

Conclusions and Future Work

To sum up, the cybersecurity analysis process using
the case approach may have inconsistencies that need to
be evaluated and accounted for so that their impact on
the outcome of the assessment is minimal.

The development and implementation of methods
and tools for cyber security analysis can improve the
reliability of evaluation and enforcement of cyber
security requirements. The use of ASAC as an
algorithmic  mechanism  for  representing  the
requirements for cybersecurity allows the analysis
process to be conducted in an understandable and
reproducible way by any party involved. Thus, the
subjectivity of evaluating cybersecurity is reduced.

The paper discusses the main elements of performed
gap-analysis for assurance case-based cybersecurity
assessment using ASAC. The application of such
technique allows decreasing a probability of
discrepancies (furthermore vulnerabilities) exploitation
and appearance of security flaws of the cybersecurity
assessment technique itself.

The proposed cybersecurity assessment approach
and technique were applied to cyber security assessment

of RadICS FPGA-based 1&C platform, developed by
Research and Production Corporation Radiy. Gap-
analysis and IMECA were applied in development of a
company standard in Research and Production
Corporation Radiy that is harmonized with international
standards.

This normative document is used during
implementation of development and verification
activities for safety-critical systems for nuclear power
plants in Ukraine.

Future steps of the research will be dedicated to more
careful determination of gaps during the stages of
assurance-based cybersecurity analysis as well as
development of the tool for automation of the described
technique.
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I'en-anani3 ouiHOBaHHA Ki0epOe3nekH 3a J0NOMOI0I0 KeiiciB 3alleBHEHH
TEeXHIKa Ta NPUKJIaJ BUKOPHCTAHHS

O. O. Innmsmenko, B. C. Xapuenko, A. Kop

IIpeaMeToM BHBYEHHS B CTATTI € MPOLIECH OLIHIOBAHHS KibepOe3neku iHpopMmaniitHo-kepyrounx cucreM (IKC). Metoro €
po3pobKa TEXHIKH aHaJIi3y PO3PHB IPoLeCy ITPOBEACHHI aHali3y KibepOe3neku. 3aBaaHHsI: pO3pOOHTH METOJl aHali3y PO3PHUBIB
y HpoLeci OLiHIOBaHHSA He(yHKIIOHaNbHUX BUMOr 10 QyHKuioHanbHOI Ta kibepbesnexkn IKC, 3acHoBanmii Ha Knacudixauii
BUMOI' 3 YpaxyBaHHSAM MOXIIMBOCTI IX JIEKOMIO3MLii, sIKMH BKI04ae B cebe MoOyHOBY MOMIMIIEHOro Kelca 3areBHEHHS
iHopmaniiiHoi Oe3nexkn i BU3HAYEHHS KOHTP3aXOIiB ILIOJ0 YCYHEHHsS BUSBIEHMX po3puBiB. BucHoBkm. HaykoBa HOBU3HA
OTPUMAaHUX PE3YNbTATIB MOJIATa€ B HACTYITHOMY: OTPHMAB MOZAJIBIIOr0 PO3BUTKY MeToA 3a0e3neueHHs iHpopmMauiiiHoi Ge3nexu
m¢ppoBux komroHeHTiB IKC muisxom NpoBeleHHsS aHali3y HEBIIOBIAHOCTEH BHMOI 3 BHUKOPHUCTaHHSM IPOLEAYP ONHUCY
BPa3IMBOCTEH 1 OIIHKM KPUTHMYHOCTI HACIIIKIB BTOPTHEHb, a TaKO)K BU3HAYECHHS MHOKHHU KOHTP3axOIiB 3a KPUTEpiEM
«Oe3neKa-BapTiCThy, 10 JO3BOJIAE 3MEHIIUTH PU3UKH 110 IPUHHATHOIO PiBHS.

KawuoBi caoBa: Ilokpamenuii Keiic 3aneBHenns [ndopmaniitnoi besnexn (ITK31B); anani3 po3pusiB; kidepOesneka;
OLIIHIOBAHHS; BAMOI'a; BiAMOBIAHICTb.

I'en-anams onenkn ku6ep0e30MacHOCTH C MOMOIIBIO KeliCOB 3aBepeHns:
TeXHUKA U MPUMEP UCIIOJIB30BAHUSA

O. A. Unpsmenko, B. C. Xapuenko, A. Kop

IIpeaMeToM M3ydeHHs B CTaThe SBISIOTCS IPOLECCH OLEHUBAHMUS KNOepOe30macHOCTH HH(OPMAMOHHO-yIIPaBIIFOIINX
cucreM (MYC). Ienpro sBnsercst pa3paboTka TEXHUKH aHAIM3a Pa3pblBOB IIpolecca aHanu3a kubepOesomacHocTu. 3agaqm:
paspaboraTh METOX aHalW3a pa3pbIBOB B IpOLECCE OIEHMBAaHHWA HE(QYHKIMOHAIBHBIX TPEOOBaHWH K (YHKIMOHAJIBHOH H
kubepo6ezonacHoctr UYC, ocHOBaHHBIN Ha KilaccH(UKanuy TpeOOBaHUI C yI€TOM BOZMOXKHOCTH MX JIEKOMITO3HIMH, KOTOPBIN
BKJIIOYAET B ce0s MOCTPOCHHE YIYUIICHHOro Keiica 3aBepeHHst HH)OPMAILMOHHON 0€30MacHOCTH U OIpeJie]IeHHe KOHTPMEp 0
YCTpaHEHHIO BBISBICHHBIX Pa3pblBOB. BhiBoabl. HaydHass HOBHM3HA MOMYYEHHBIX PE3Y/IBTATOB COCTOUT B CIEAYIOIIEM: ITOIYYHIT
JTaNbHEHIee pa3BUTHE METOH OOecreyeHrs] MH(POPMAIOHHOH 0e30MacHOCTH IH(POBEIX KoMIoHeHTOB MY C myreM npoBeneHust
aHaM3a pa3pbIBOB TPEOOBaHMH C HCIIONB30BAaHMEM NPOLEAYp OIUCAHMS YSA3BUMOCTEH W OLEHKH KPHUTHYHOCTH IIOCIIE/ICTBHIA
BTOPXKEHUH, a TaKKe OIpENeIeHNs] MHOKECTBA KOHTPMEP IO KPHTEPHUIO «Oe30MacCHOCTE-CTOMMOCTEY, YTO IO3BONSIET YMEHBIIUTH
PHCKH JI0 IPHEMIIEMOTO YPOBHSIL.

Kawuessie caoBa: Viyumennsiii Keiic 3aBepenus Nudopmaunonnoii besonacHoctu (YK3UB); ananu3 pa3pbisos;
K1OepOe30MacHOCTb; OLEHUBAHKE; TPEOOBAaHUE; COOTBETCTBUE.
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