ISSN 2522-9052

CyuacHi iHpopmariiiai cuctemu. 2018. T. 2, Ne 1

UDC 004.2

M. Skulysh, S. Sulima

doi: 10.20998/2522-9052.2018.1.09

The National Technical University of Ukraine "Igor Sikorsky Kyiv Polytechnic Institute", Kyiv, Ukraine

HYBRID RESOURCE MANAGEMENT SYSTEM
FOR TELECOMMUNICATION NETWORK

The implementation of modern telecommunication technologies (SDN, NFV, SDR, CloudRAN) will lead to the full
dependence of the telecommunication network performance on the information and computing environment efficiency.
The purpose of the article is to develop the method for managing telecommunication network resources by choosing the
optimal interval for redistributing system resources. The proposed model of load management system allows presenting the
method of load forecasting, taking into account long-term accumulated data of statistics, and the latest tendencies, which
are observed in the network. So it becomes possible to achieve a rational ratio of management costs and the final value of
service quality. A new method of monitoring and measurement, using which it is possible to avoid overloading of network
functions was developed. Conclusion. Experiments to research the proposed methods were conducted in the Mathcad
system. The results showed that proposed methods could rationally distribute the system resources, especially under

transient conditions of overload.

Keywords: network resource management; load forecasting; dynamic allocation of resources; virtualization of network

resources.

Introduction

Today the mobile operator telecommunication
network is an organized system that includes the special
equipment being serviced, observed and guided by
operating data centers, which have installed computing
servers and corresponding software that serves
numerical information and service streams. Modern
technologies SDN, NFV, SDR, CloudRAN and other
are fast-growing. Their full-scale implementation will
lead to the full dependence of the telecommunication
network performance on the information and computing
environment efficiency.

Integration of telecommunication systems (TCS)
and distributed computing environment (CE) is
observed today. As a result, a single heterogeneous
service environment for telecommunications services, in
which it is possible to control the process of information
flow maintenance at each stage and to ensure
compliance with high quality standards is created. At
the same time, there is still no single concept, models
and methods for organizing interactions that take into
account the peculiarities of the CE functioning when
servicing a large number of queries generated during the
provision of telecommunication services. This leads to
inefficient use of resources that provide a heterogeneous
environment for telecommunication services.

Due to the lack of a methodological basis for
organizing the work of a heterogeneous telecommunications
system, system resources are chaotic, optimization
problems are solved partly or locally, which leads to
deterioration of control and QoS parameters for end
users.

In this article the method of managing the
resources of a telecommunication network by choosing
the optimal interval for redistribution of system
resources is proposed.

This method allows reducing the amount of
redundant service information transmitted over the
network and unloading the network nodes by dynamic
adjustment of the system.

Formulation of the problem

Formulate the problem of optimal resource
distribution when servicing the virtual network
functions of NFV. The purpose of the method of
providing resources is to allocate their sufficient number
for network functions, so that their SLA can be met
even in the periods of peak load. The algorithm involves
solving two main tasks: finding the required amount of
resources and the right time to provide them.

To solve the question of necessary amount of
resources for each network function, an analytical
model is constructed. The presented model adopts the
input data intensity of incoming requests and the
requirements of serving a separate request, and
calculates the amount of resources required by each
network functional block to meet requirements.

The decision on when to provide resources
depends on the dynamics of loads. Telecommunication
loads undergo long-term changes, such as daylight
hours or seasonal effects, as well as short-term
fluctuations such as crowd outbreaks. While long-term
fluctuations can be predicted in advance, observing
changes in the past, short-term fluctuations are less
predictable, and in some cases even unpredictable. The
proposed method uses two different approaches for
working in conditions of changes that are observed at
different time scales. Proactive resource management is
used to assess the load and appropriate management, as
well as reactive resource management to correct errors
in long-term forecasts or to respond to unexpected
outbreaks of the crowd.

Consider a network with several network
functions. It is assumed that each such network function
indicates the desired quality of service (QoS)
requirement; in this case, we assume that the QoS
requirements are defined in terms of the target response
time. The purpose of the system is to ensure that the
average response time (or some response time
percentile) observed by the network function requests
does not exceed the desired target response time. In
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general, several hardware and software resources on the
server, such as CPU, NIC, disk, etc, service each
incoming request. Assume that the given target response
time is divided into several response time values for
specific resources one for each such resource. Thus, if
each request on each resource does not spend more time
than the target value, then the overall target response
time for the server will be satisfied. For ease of
presentation, we assume that there is only one type of
resource in the system.

Formally, d; denotes the target time of the network
function response; i and 7; — the observed average
response time, then the network function needs to
allocate such amount of resources to satisfy the
condition 7; < d,.

We use this formulation of the problem to obtain a
mechanism for the dynamic allocation of resources,
which is described below.

Literature review

Although the NFV promises substantial cost
savings, flexibility and ease of deployment, potential
problems in implementing virtualized network elements
that can meet the demands of real-world performance
are still open issues, and the NFV is still in its early
stages of implementation.

Several research papers have focused on
developing adaptive systems that can respond to
changes in the load in the context of storage systems,
common operating systems, network services, web
servers, and Internet datacenters.

This article discusses the abstract model of the
server resource and presents the methods for
dynamically allocating resources. The proposed model
and resource allocation methods are applicable to many
scenarios where the system or resource can be
abstracted using a GPS server.

One of the key issues in the virtualization area of
the network is the allocation of physical resources to the
virtual network functions. Virtual Network Embedding
(VNE) is a well-studied task. Nevertheless, most
modern solutions offer a static resource allocation
scheme, in which, when a virtual network is displayed,
the redistribution of resources does not occur
throughout its life cycle. There is a limited number of
decentralized and dynamic VNE solutions (like [1] or
[2]). Moreover, even the approaches that offer solutions
for dynamic virtual network embedding still allocate a
fixed amount of resources for virtual nodes and
channels for the entire period of existence. As network
traffic is not static, this can lead to inefficient use of
shared network resources, especially if the physical
network rejects the requests for embedding new virtual
network functions, while reserving resources for virtual
network functions that are in low load conditions [3].

Most of the existing work on dynamic resource
management is based on three approaches: management
theory, modeling of work dynamics and load forecasting
[3]. Among adaptive systems using a method based on
the theory of control [4]). Among works based on the
dynamics of work - [5]. The authors [6] use prediction
of the load.

Summing up, the difference between the approach
proposed in this article and the described above is that
the resources reserved for use with virtual network
functions do not remain unchanged throughout the life
of the virtual network. The monitoring of virtual nodes
is carried out, and, resources are redistributed, based on
real resource needs. In this case, unused resources are
returned to the physical network for use by other virtual
networks.

The next problem that arises is how information is
obtained about the current situation on the network. In
this aspect, resource management in NFV networks is
similar to managing application programs in data
centers and clouds. Existing solutions of server resource
management can be classified as predictive and reactive
solutions. The prognostic allocation of resources
involves the presence of a predictable and stable
template in requirements and distributes volumes,
usually on a time scale of several hours or days based
on a template. However, large, unpredictable bursts of
requirements can cause serious SLA violations. On the
other hand, the reactive allocation of resources allocates
resources at short intervals (for example, every few
minutes) in response to load changes. Reactive policies
can quickly respond to changes in load, but problems
such as wunpredictability, instability and high
management costs limit their application in practice [7].

Therefore, predicting peak application load and
allocating resources based on the worst case scenario is
extremely difficult [8]. Given the difficulty in predicting
peak loads, an application program should use a
combination of predictive and reactive control. While
prognostic methods work well for online prediction in
large time intervals from a few minutes to several hours,
reactive methods can predict load for short time
intervals up to several minutes and respond quickly to
non-stationary overloads [9].

Several approaches combine prognostic and
reactive control [7, 8]. Although these approaches have
the common features with the hybrid approach proposed
in this article, they differ in several aspects. The offered
approach is directed on productivity optimization,
energy consumption and cost allocation of resources
simultaneously. Based on the hybrid system of resource
management, a dynamic monitoring method is
developed to effectively manage network resources and
reduce the amount of service information - resource
management intervals have variable lengths, while in
other management approaches, simple fixed intervals
are used. [7] similarly uses a wvariable length of
intervals, but in contrast to this approach, the approach
proposed in the article defines the length of the intervals
dynamically, depending on the actual situation on the
network.

The main objective is to develop a system that can
respond to transient load changes, while a theoretical
mass-service approach tries to plan queries based on
stationary load. The resource management method
based on the model that performs resource allocation
based on resource modeling to correlate QoS metrics
and resource particles allocated to the application was
proposed in [9]. This work is similar to the proposed
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approach, but in it the model of mass service in the time
domain is adapted to the task of virtualization of
network functions, and also supplemented by the
mechanism of measurement and prediction.

Description of the method

To perform a dynamic allocation of resources each
server will need to use three components:

1) a monitoring module that measures the load
and performance of each network function (such as the
intensity of receipt of requests, the average response
time, etc.);

2) a forecasting module that uses measurements
from the monitoring module to assess the load
characteristics in the near future;

3) a resource allocation module that uses these
estimates of load to determine the amount of resources
that should be allocated by network functions.

Fig. 1 shows these three components [9].

Fig. 1. Dynamic resource allocation system

Using traditional methods of monitoring the state
of network resources, excessive service information
increases significantly, which can negatively affect the
overall performance of the network due to the capacity
of the channels. Therefore, it is proposed to apply a
mechanism, the essence of which is to dynamically
change the intensity of the control of the network
element state, depending on the difference between the
predicted value of load and the actual. This equation
describes the principle of changing the frequency of
monitoring:

W(t)zlbase_
1 max(0;% 56 () =2 preq (1)) ()
B

where W — the control interval,

I, — the base value of the interval,

K — the normalization constant,

Aobs(t) — the real intensity of the load flow during
the interval ¢,

Aprea(t) - the provided intensity of the load receipt
at the interval ¢.

Fig. 2 shows the adaptation of the frequency of the
network element status control to the rejection of the
real load from the predicted on the network element.

== Expected load
== Actnal load

Intensity of requests admission

- E E ¥ 3 OB B

Fig. 2. Dynamic change of the adaptation frequency (a)
Load of the network element; (b) Change the intensity
of adaptation in accordance with the deviation
of the actual load from the expected

The resource allocation module is called
periodically (each window of adaptation or when
threshold is reached) to dynamically divide the resource
volume between different network functions that work
on common servers on the network.

As already mentioned, the algorithm of adaptation
is started every W time units. Let ¢”; is the length of the
queue at the beginning of the adaptation window; /; is
an estimate of the rate of receipt of applications, and g
denotes an assessment of the intensity of service in the
next window of adaptation (that is, the next W
timelines).

Then assuming that the values A; and u are
constant, the queue length at any time t within the next
adaptation window is given by equation:

q; (0 = max(0;¢°; +(A; —p;)0). 2)

As the resource is modeled as a GPS server, the
intensity of the network function request service is

ui = Ci/s;,

where C; is the number of resources of the network
function and s; is the average service time of the request
by one resource unit.

The average length of a queue in the window of
adaptation is determined by equation:

ai= ) . G)

The average response time 7; at the same time
interval is estimated by equation:
p_git!

i .

My

(4)
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Parameters of such a model depend on its
current characteristics, so this model is applicable in
the online scenario for responding to dynamic
changes in the load.

The network functions need to allocate the number
of resources, so that

T <d;,

then the amount of resources allocated by the network
function C; must satisfy the condition of equation:

+1
Cl-Zsl-qld .

1

)

A modified load factor predictor based on the
method proposed in [8] uses past load monitoring to
predict peak demand that will occur over time W.

Assume that 4,.q(t) — the predicted intensity of
receipt during a certain interval ¢, that is obtained from
the analysis of historical data for the past days. Let
Aprea(t) 1s the real intensity of the flow during this
interval.

The predicted value for the next interval is
corrected using the observed error in accordance with
equation :

[~ i

Tntensity of requests admission
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Conducting an experiment

(6)

Consider the problem in the Mathcad system. Let
us consider the work of one block in one day (1440
minutes).

We assume that basic component of the predicted
intensity of applications admission during each minute
is Apeq, and the average value of the service life of the
application be respected by one unit resource s; and it
does not change, we also assume the availability of a
resource of the same type .

Let the adaptation window dynamically determine
based on its base value and the last four values from the
monitoring history, where the base value of the
adaptation window is 5 minutes.

We do not introduce restrictions on the queue size,
but for calculations, we assume that at the end of the
adaptation interval, the theoretical value of the queue
size in the current conditions is 40 queries.

Fig. 3 shows a change in the value of the control
interval and the change in the predicted value of the
load intensity compared to the actual load received.

Load
— Actual

— Predicted with adaptation
Pradicted without adaptation

Time

Fig. 3. Results of system modeling with dynamic adaptation
of control interval and load forecasting and systems without them

The simulation results showed that the error in the
predicted value compared to the real one could be 16%,
while the "positive" error is 9% of the actual rate of
receipt of applications.

If you do not apply the dynamic adjustment
system for the size of the adaptation window and the
system for incorporating historical data into
forecasting, then the error will be 26%, and the
"positive" error will be 15%, which can further be
drawn from the conclusion that resources will be
extremely ineffective.

Conclusions

The article proposes a method of dynamic
allocation of resources of the telecommunication
network for increasing the efficiency of its work. A

system that combines online measurements with
forecasting and resource allocation methods was
presented. In particular, a new method of monitoring
and measurement, using which it is possible to reduce
the amount of service information circulating in the
network and to avoid negative phenomena of overload
of network functions has been developed. The
estimation of methods using modeling in the system
Mathcad was carried out.

The results showed that these methods could
rationally distribute the system resources, especially
under transient conditions of overload.

The system can be used to control the deployment
of virtualized network functions on the underlying
physical infrastructure to minimize operator costs and
improve customer service quality.
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I'iopuana cucreMa ynpasJliHHS pecypcaMu
TeJIEKOMYHIKaNiifHoI Mepeski
M. A. Ckynuu, C. B. Cynuma

BrposakeHnst cydacHux TejexkoMyHikamiiaux texuosorid (SDN, NFV, SDR, CloudRAN) npus3BoauTh 10 MOBHOL
3aJIEKHOCTI IIPOJYKTUBHOCTI TEJIEKOMYHIKAIIHHOI Mepexki BiJl eh)eKTUBHOCTI 1H(OPMALIIITHOI0 Ta 00UYHCIIOBAILHOI CEPEIOBHILA.
Metoro cTarTi € po3podKka Croco0y KepyBaHHS pPecypcaMy TEJIEKOMYHIKALIMHOT Mepexki MUIIXOM BHOOPY ONTHMAbHOIO
IHTEpBaTy Ui MEePEPO3MOIiITY CUCTEMHHMX PECYPCIB. 3alpoIIOHOBaHA MOJIEIb CHCTEMH YIIPABIIIHHS HABAHTAXKEHHSIM JI03BOJISIE
MPEJACTAaBUTH METOJ| ITPOrHO3YBAHHS HABAHTAKCHHS 3 ypaxXyBaHHSM JOBIOCTPOKOBMX JIAHUX CTATUCTHKH 1 OCTAHHIX TEHIEHIIIM,
SKi CIIOCTEPIraroThesi B Mepexi. Lle 703Bossie MOCATTH ONTHUMAJIBHOIO CIIBBIJHOIICHHS BHUTPAT Ha YIPABIIHHSA 1 SIKOCTI
oOciyroByBaHHs. ByB po3poOiieHHii HOBHII METOJ MOHITOPUHI'Y Ta BUMIPIOBAHHS, 3a JOMOMOI'OI0 SIKOFO MOYKHA YHUKHYTH
MePEeBAaHTAXKCHHS MepexkeBUX (yHKIi1. BUCHOBOK. ExcriepiMeHTaIbHI JOCIIIKCHHS 3aIPOIIOHOBAHUX METOJIIB OYJIM TIPOBECHI
B cucremi Mathcad. Pesynbrarn nokasanm, IO 3aIpOIOHOBAaHI METOAM [O3BOJSIOTH pAalliOHAIBHO PO3HOIUIATH CHCTEMHI
pecypcH, 0coOIHMBO TIPH MEPEXiTHUX yMOBAX IEPEBAHTAKEHHSI.

Karo4doBi caoBa: kepyBaHHS pecypcamH Mepei; NPOTHO3YBaHHS HABAHTAXKCHHS; JMHAMIUHUN PO3IOALN pecypciB;
BipTyasizallis MEepeKeBUX PECypCiB.

I'uOpuanas cucrema ynpasJieHUs pecypcamMu
Te.]'IeKOMMyHPlKaIH(IOHHOﬁ CceTHn

M. A. Cxynuu, C. B. Cynuma

Buenpenne coBpeMeHHbIX TelekoMMyHHKAOHHBIX TexHoiorui (SDN, NFV, SDR, CloudRAN) mpuBoauT K HOIHOM
3aBUCHMOCTH TIPOM3BOUTEIILHOCTH TEIEKOMMYHHUKAIMOHHON ceTH OT 3(h(heKTHBHOCTH WH(OPMALIIOHHOH W BBIYHCIUTEIEHOMH
cpenpl. Lle1blo cTaThl sABIIETCA pa3paboTka crocoda yIpaBlICHHs pecypcaMy TeJICKOMMYHUKAIMOHHONW CETH IIyTeM BblOOpa
ONTUMAJILHOIO HMHTEpBaja sl IepepaclpelesleHUs CUCTEMHbIX pecypcoB. lIpemnokeHHas MOJIeNb CUCTEMBI YIIPaBIICHUS
Harpy3koi MO3BOJSIET MPEICTABUTh METOJ IPOTrHO3UPOBAHMS HArpy3KH € YY4ETOM JOJITOCPOYHBIX JAHHBIX CTATUCTHKU U
MIOCTIETHAX TEHJCHIMH, KOTOpble HAOIIOMAIOTCS B CETH. DTO IMO3BOSIET JOCTHYH PALMIOHAILHOTO COOTHOIICHHWS 3aTpar Ha
yIpaBJeHHe W KadecTBa OOCIHyXMBaHUs. Bbul pa3paboTaH HOBBI METOJ MOHUTOPHHIA M M3MEPEHUs, C IIOMOIIBI0 KOTOPOro
MOYKHO H30€XKaTh IePerpy3KH CeTeBbIX (YHKIMHA. BbIBOA. DKCIieprMeHTABHBIE HCCIICI0BAHMS MIPE/UIOKEHHBIX METOJIOB OBUIH
npoBeneHbl B cucreme Mathcad. PesynbraThl Mokasaiy, 4To MPEUIOKCHHBIE METO/IbI ITO3BOJISIOT PALMOHAIBHO PACIIPEAEIIATH
CHCTEMHBIE PECYpChI, OCOOCHHO IIPH MEPEXOIHBIX YCIOBHSX HEPErPy3KH.

KnaodyeBble ci0Ba: yOpaBICHHE pecypcaMH CETH; IPOTHO3UPOBAHHE HArPy3KH; AMHAMHYECKOE paclpelescHHe
PECypCOB; BUPTyalIH3aLHsi CETEBBIX PECYPCOB.
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