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METHODS OF ESTIMATION OF THE CHANNEL STATE
OF AIR DEFENSE SYSTEMS

The subject of study in the article is the methods for assessing the state of channels of air-conditioning complexes
operating in a complex electronic environment. The methods discussed in this article include the method of least
squares, the method of mean square deviation, channels estimation methods for iterative methods of signal processing at
reception, suboptimal algorithms for iterative channel estimation and information symbols based on the maximum
likelihood method, linear unbiased estimation methods with minimal dispersion and methods of linear estimation with a
minimum of mean square deviation. The purpose of the study is to conduct an analysis of existing methods for
assessing the state of the air defense airway channels in the conditions of radio-electronic suppression and multi-beam
propagation of radio waves. The tasks solved in the study: a mathematical description of known methods for assessing
the state of the channels and the development of recommendations for the synthesis of optimal methods for assessing
the state of the channels. The methods used in the study: theory of communication, theory of noise immunity and
electronic warfare. In the course of the study, recommendations were obtained for the synthesis of optimal methods for
assessing the status of channels under the conditions of intentional interference. Conclusions: in the presence of
sufficient a priori information about the transmission of information symbols, the best results on the criterion of the
ratio of accuracy of estimation and complexity of implementation is demonstrated by the algorithm of linear estimation
at the minimum of the mean-square deviation. In the absence of sufficient a priori information about the transmission of
symbols, the best option is an unmatched estimate for the minimum of the smallest squares. In order to increase the
accuracy of the evaluation of the transmission characteristics of the air defense airway channels in the conditions of a

complex electronic environment it is advisable to use iterative principles.
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Introduction

Formulation of problem. Noise immunity of
reception signals in modern systems of air defence
(AD), which operate in a complex electronic
environment [1], largely depends on the estimation
accuracy of the channel state, which is determined by
the transfer function [1-3].

In the presence of objective and accurate
information on the status of the channels is the ability to
carry out activities aimed at improving the noise
immunity, the functioning of AD.

Because of this, aim of the article is analysis of
existing methods of evaluation of condition of channels
of air defense systems in the conditions of jamming and
multipath propagation.

Methods of solving scientific problems. For
solution scientific problems used methods of analysis
and synthesis of complex technical systems, theory of
noise immunity of radio systems and mathematical
modeling techniques.

Main material of research

Problem of estimating transfer characteristics of
the control channels and data transmission can be
represented as finding their values is the impulse
response or the corresponding values of the frequency
characteristic.

Classification of methods for assessing the quality
of the channel showed on Fig. 1.

Necessity of ensuring high precision estimates of
the channels limits effectiveness of practical application

of modern complexes of AD. To avoid this problem by
developing robust against the estimation errors of
channels of reception algorithms.

However, this approach, as shown in [4], cannot
always provide satisfactory results, and, as a rule,
leads to significant complication of electronic
equipment.

Determining the structure and parameters of the
system observations is one of the main tasks of the
modern theory and technology of automatic control.
This problem arises in the study of the properties and
characteristics of objects to further control them, and
as a consequence the creation of adaptive systems that
are based on the identification of the object produced
by the optimal control actions.

Identification means definition of the system
structure and its parameters by analyzing the input and
output of the system [3-5].

The main objective of identification is to identify
the best in some sense of evaluation of the
characteristics of the object.

Distinguish between
nonparametric identification.

When using the methods of parametric
identification determined from the coefficients of the
transfer function or the equation object.

Second group of methods is used to identify
temporal or frequency characteristics of the objects
and characteristics of the random generated process
objects. According to the obtained characteristics
determined by the transfer function or the equation
object.

parametric and
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Fig. 1. Classification of channel quality assessment methods

First consider more on methods of nonparametric
identification.

Determination of transfer function of the temporal
characteristics of the object. As is well known
differential equation and transfer function are the most
common forms of communication between the state
variables at the input and output of a linear system.
Large spread of methods of identification of
deterministic objects by defining transient response
curve of acceleration characteristic /(¢) for given step

change of the control input:

h(t) ~ ¥ - ,
M—MO

()

where y(¢) — variable in output values of the object fed

to its input speed control u (curve acceleration);
o and u; values of the entry and exit of the

object before the start of the experiment.

If the control object does not allow to change
output coordinates to input instead of the step action
serves single pulse or series of pulses.

Determination of transfer function by frequency
characteristics of the object. The essence of the
method lies in the fact that the first experimental take
off the frequency characteristic of the object, and then
according to the experimental characteristics of the
calculated transfer function.

When removing the frequency characteristics of
the use such methods of influence on the object as a
sine wave method and the method of ,rectangular”
waves [7-9].

Main disadvantage of these methods is long-time
experiment that is spent mainly on the expectation of

sufficient to
of the

steady state oscillation and gain
approximate the frequency characteristics
values.

Correlation method of identification. Output
variables of the object y(f) are determined not only

u(t) but
uncontrollable factors (noise) e(¢) that may take place

deterministic control inputs also by

and cause a deviation of the output variables from
given values. To obtain the equation of the relationship
between the statistical characteristics of the input and
output ergodic process for stationary processes using
statistical characteristics and, in particular, correlation
functions or spectral density functions.

To improve accuracy of the estimated correlation
functions is necessary to choose monitoring interval of
signals for which these correlation functions.

Identification of object parameters by the
spectral method. Spectral identification methods based
on using of the unit matrix operators. These methods
are a further development of frequency methods based
on the decomposition of signals of the object on
orthonormality functions, not necessarily harmonious.
The result of identification is the determination of the
integral equation kernel object, which in the simplest
case a linear one-dimensional systems coincide with
the weighting function. Spectral methods can be used
to identify time-varying systems whose parameters
and, in particular, the kernel of the integral equation,
change over time.

In AD systems much more
parametric identification methods [10].

Parametric identification allows to find values of
coefficients of model object with measuring values of
the managed y and control u signals of the object.

widespread
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This assumes that the structure and the model of the
object is known.

Important advantage of the methods of parametric
identification is the ability to use recursive algorithms
that allow for the current identity in real time at the
nominal operation modes of the object. These methods
include: method of least squares, maximum likelihood
method and the method of stochastic approximation.

Least squares method (LSM). Using LSM when
effect of time correlated noise, that is, when
minimizing the loss function according to the criterion
of least squares causes a shift of the parameter
estimates is the increase in the variance of these
estimates. The deterioration of these estimates leads to
a decrease in the quality of governance. To obtain
nesman estimates used generalized LSM (GLSM).
When using GLSM estimated parameters of models of
the object and noise at its output.

Model least squares (LS) is described using
equation

y(z) = iZ)Z_du(z) +

10) ——el(2), )

A(2)

where A(z), B(z) — operators, form of which is

unknown, but the known parameters (control
coefficients),

y(z) — output sequence,

u(z) — input signal sequence,

e(z) — unknown sequence of identically

distributed random variables with zero mathematical
expectation and unit variance (sequence interference);

2 _ratio of preventing delay of the signal in
the object, equal to an integer number of sampling
periods.

This method is wusing for large relations
signal/noise, as in small ways, he gives a significant
bias of the parameter estimates. The advantage of this
method is that the reliable convergence of the
estimates requires a relatively small amount of
computations.

Method of auxiliary variables. Method of
auxiliary variables (MAV) is using when there is
correlation between noise e(k) and elements of the

data vector W(k+1) and model object and noise

presented in the full model (3). The identification
algorithm by the method of auxiliary variables similar
to the LSM algorithm.

For the implementation of the algorithm
introduce a vector of auxiliary variables. MAV allows
to compute only the estimates of the parameters of
object identification. In that case, if the desired
estimation of the model parameters forming the noise
filter, you can use LSM:

B(2)

_ 8@ -4, PO
y(Z)—A(Z)Z M(Z)+C(Z) e(2), €)

where C(z), D(z) — operators, form of which is
unknown, but known parameters (coefficients).

Method provides reasonably accurate estimate of
the parameters. It is used at high intensities of noise,
and their correlation with variables of the object. To
speed up convergence of estimates at the initial stage it

is recommended to use a recursive LSM. The
disadvantage is large amount of computation.
Maximum likelihood  method. Maximum

likelihood method (MLM) is that estimates of the
parameters 6 are their values at which the likelihood

function reaches its maximum. Value 6,,, depends

on the sample (x;, X, ..., ;)

(gmax)zr(xlaxb“'a xl)a (4)

where (x, x5, ..., X;) — basis of the state space.
The corresponding function of sample
I'(xy,x5,...x;) is called the most plausible estimate 6 .
Model of maximum likelihood (ML) has form

BG) 4
A(2)

u(z)+ iZ)e(z) . (5)

y(z)= 10)

If the fair model noise D/A, then this method
ensures high accuracy of estimates. However, it
requires more computations than the LSM.

Method of stochastic approximation. Method of
stochastic approximation (MSA) is developed for
determination of roots of an equation, if the value of
the function at a given argument value observed in the
presence of interference.

MSA organizes sequence of solutions for finding
estimates of the parameter vector in each dimension

0 (k), such as
lim O(k)=6. (6)

k—o

MSA can be easily extended to the problem of
determining the parameters in stochastic systems in

terms of  consistent  estimation (recursive
identification).

Disadvantage of MSA — slow convergence of the
estimates (k) even if the variance e(k) is

significantly less variance y(k).

Despite the slow convergence of the estimates,
the algorithms of the

MSA due to its simplicity find application in
practical problems of identification of linear and
nonlinear models of objects with independent additive
noise.

Acceptable estimation accuracy while using
method is achieved in very large number of
measurements. When small amounts of computing and
noises of high intensity, all methods (except MSA)
have the same quality of the estimates, therefore, give
preference to the GLSM because it is simpler and other
guarantees the convergence of the estimates. The
advantage GLSM manifests itself in large volumes of
measurements.

Robust method of estimation. Robust evaluation
is the application of ideas of MLM in a situation when
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the form or the parameters of the distribution, which is
based on the method determined fully. Uncertainty
distributions can be described with the introduction of
a parameter that belongs to the set =.

Then instead of the density that appears in the
MLM, there is a conditional density p(y|7,&).
Solution to the problem is to select "the worst" in
plural = value &:, parameter & and then use MLM

based on density p(y|7,&«) .

This idea has received recognition and
development and is known as robust estimation or
stable of MLM [12].

Maximum entropy method (Berg). Maximum
entropy method of Berg [5, 10] refers to the category
of parametric methods of spectral analysis. In such
methods, in accordance the studied process is given
always the a priori model of the spectral density and
the problem of estimating model parameters based on
the analysis of the studied time series.

In the method of Berg use variational principle to
evaluate the quality of the model is searched for the
process with maximum entropy or the process, the
spectrum of which corresponds to the most random
time series, and correlation function of this series have
the best match to the given sequence.

Estimation of the spectral density in the method
of Berg is equivalent to using autoregressive model of
the first order with the input white noise. The Burg's
method, perhaps, has the highest spectral resolution
among all spectral methods.

Disadvantages of the method include absence of
accurate information about values of amplitudes and
phases of harmonics and the necessity of preliminary
selection the parameter of the autoregressive order,
because for large parameters, numerical greater than
half the length of the row, this method can be unstable
and, in particular, can occur in the splitting of the
spectral components.

Note also that the method is not designed to work
with simple harmonic signals.

Following algorithms for the estimation of the
channels, based on using considered methods of
identification.

Algorithm for estimating the parameters of the
channel using precisely known (pilot) and unknown
information symbols. Least squares estimator and the
weighted average least squares error of the IX channel
on test symbols has the form

h s = (XIWX )XWy,

where Xg — matrix of samples with pilot signal and

the impulse response;
W — matrix samples of the additive noise with
mean zero and correlating matrix;

Ry, =E {WWH} ,
X, - the matrix of samples with pilot signals.

Complexity of the estimation algorithm using
pilot symbols is low, because the matrix

H 1y H
(X, WX,)) "X, W

is known and can be calculated in advance and not in
real time with any required precision.

In the absence of a priori information about
transmitted symbols and assessment IX will always be
null, so almost these methods can also be used only if
an iterative algorithm of reception on all iterations
except the first, as alternative to proposed below ML
algorithm.

Advantage of considered estimation algorithm is
that it does not require knowledge of the statistics of
noise in any form.

Algorithms, which are discussed later, not have
this property.

Standard deviation estimates (SDE) is handy
feature. We know that from this point of view, the best
estimation will be the minimum standard deviation of
estimates (MSDE), which is the posterior mean. In the
case when h and y in conjunction gaussi, it can be
obtained as follows:

hysoe = (X2WX )" X" Wy (7)
where

h = Efh},

Ry, = E{(h-h)(y-E{yH"}.

Methods of evaluation channels when iterating
methods of signal processing at reception. ML
estimator of vector counts IX. ML algorithm is an
iterative method of maximum likelihood estimation is
convenient in the case when the unknown associated
parameters, for example, the information symbols [6-
11].

Key idea of the ML algorithm lies in choice of
the complete data set z, to integration and the
maximization could be easily carried out. The main
property of this algorithm is that

p(y 1052 p(y|0%)).

that is likelihood function monotonically increases at
each subsequent stage of the assessment.

In the General case, the ML algorithm converges
to local maximum of the likelihood function p(y|®).

Ability to reach the global maximum depends on the
initial conditions.

Rate of convergence depends on the choice of the
complete data set z.

Main difficulty of the calculation is to use the a
posteriori density function the probability distribution
that imposes statistical dependence between iterations,
and ultimately leads to the dependence of the
magnitude of the displacement from the initial
conditions.

Suboptimal algorithm for iterative estimation
channel and information symbols based on ML
algorithm. ML algorithm is based on using posteriori
information about the information symbols, and
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therefore, its using in iterative procedures requires
reinitialize after each evaluation cycle, h, that is, the
zeroing of "external" information of all modules is
supplied via the feedback channels to the inputs of a
priori information to all processing modules. This
greatly increases the number of iterations and, as a
consequence, the volume of the computational cost. If
not to reinitialize algorithm of reception after each
evaluation cycle, would be violated, turbo principles,
and the estimation algorithm will not be ML
algorithm.

However, this technique will lead to substantial
reduction in computations, so this approach deserves
attention.

Nesman linear estimation with minimum variance
(NLE). This estimate is calculated as

hNLE =Ay,

where the matrix A is chosen such that the rating was
nesman and SDE error of each element of the vector h
would be minimal in evaluation only using known test
characters

Hp-1 -1yvHp-1
A=xIRUX )IXIR

When estimating using the information contained
in the unknown information symbols

A=
(@ v Hrp =] @) ier V@) v H el 8
- Ex{X iRy EY X} Ey{X Ry,
where
Ry =R+
z w ©)

+E£9xnn X"y - 9 (xynn £ (x17}.

As can be seen from the formula (9), to assess
need to know h. As h can be used to preliminary
estimate h.

For example, obtained at the previous iteration,
and in the first iteration, estimate obtained by using
any of the methods that do not require priori
information.

Unlike previous evaluation methods, this method
requires priori information about the channel and
knowledge of the statistics of noise (generally in the
form of its correlation matrix R,,).

Linear estimation in the minimum mean-square
deviation (MMSD).

This assessment defined as

hMMSD =Ay+b

where matrix A and vector b chosen so that the
evaluation was nesman and should have the minimum
error for each component of the vector h.

If
Ep{h}=h
and
E{(h-h)(h-h)"} =Ry,

that

b= BHREMXVERS+

EPXIREO XY (v-E2 X3h),
accordingly

Ep{Ry}=R, +
+EONXR XA - EXRLEXT + (1)

+E{Xhh" Xy~ E© (x3hh E© (xH 1.

Unlike NLE score (11) in the absence of
information on the information symbols, that is, when
E{X}=0.

In the same way as in the case of NLE, this
estimation may use the available a priori information
on the channel (keeping performance in case of its
absence), and requires knowledge of the statistics of
the noise (in the General case, the correlation matrix of
the noise R,,).

Conclusion

Thus it is possible to draw the following
conclusions:

1. If sufficient a priori information about the
transmitted information symbols the best results
according to the criterion of the ratio of the
estimation accuracy and the complexity of the

algorithm demonstrates linear estimation in the
minimum SDE.
2.In the absence of sufficient a priori

information about the transmitted symbols is not the
best offset option estimates the minimum least
squares.

3. To improve the accuracy of estimation of
transmission channel characteristics of air defense
systems in a complex electronic environment, it is
advisable to use iteration principles.

Directions for further research will be focused
on the development of a combined evaluation method
of the channel state of air defense systems in
electronic environment complex.
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AHaJni3 MeTOAIB OLiHKH KaHAJIIB KOMILIEKCIB IPOTHIOBITPSIHOI 000pPOHU
P.M. XKusotoscbkuii, C.M. Iletpyx

IIpeameToM BUBYEHHS B CTaTTi € METOJAM OLIHKM CTaHy KaHaliB KOMIUIEKCIB HPOTHIOBITPSHOI OOCTAaHOBKH, IIO
GYHKLIIOHYIOTh B CKIAJHIH pajioesieKTpoHHiH oOcranoBui. Jlo 3a3HaueHMX MeTOAIB, WO OyiaM pPO3MIISHYTI B CTaTTi
BIZIHOCATBCSI: METO/l HAalIMCHIIIMX KBAJpaTiB, METOJ CEPEAHbOKBAJAPATUYHOIO BIAXMICHHS, METOJM OLIHIOBAaHHS KAaHAJIB NPU
iTepaTUBHUX criocobax OOpoOKM cUrHanmy Ha NpuiloMi, CyOONTHMAibHI aIrOpUTMHU iTepaulifHOrO OLIHIOBaHHS KaHAIy Ta
iHpopManifHUX CHMBOJIB Ha OCHOBI METOAY MAaKCHMAaJbHOI IPaBIONOAIOHOCTI, METOIM JiHIMHOI He3MiIleHOI OIIHKU 3
MIHIMaJIBHOIO JUCIIEPCIEI0 Ta METOAM JIIHIHHOTO OI[IHIOBAHHS 33 MIHIMYMOM CepeJHbOKBAaIpAaTHYHOrO BiixwieHHS. MeToio
JIOCITIJDKEHHS € IPOBE/ICHHS aHaJi3y ICHYIOUMX METO/IB OL[IHIOBaHHS CTaHY KaHAJIiB KOMIUIEKCIB IPOTUIIOBITPAHOI 000POHHU B
YMOBaX paJiOeJIeKTPOHHOIO IOJaBJICHHS Ta 0araTONPOMEHEBOrO NOLIMPEHHS PajioOXBHWJb. 3aBIaHHS, 110 BHUPILIYBAINCS B
JIOCHI/DKEHHI OyJIu: MaTeMaTHYHUIl ONMC BIJOMHUX METOMIB OI[IHIOBaHHS CTaHy KaHAJiB Ta po3poOKa peKOMEHIAIi 1010
CHHTE3y ONTHMAJIbHUX METO/IB OLIHIOBAaHHS CTaHy KaHaJIiB. BUKOPUCTOBYBAaHHMMH METOJAMH B JIOCHIIKEHHI €: Teopist
3B’S513KY, TE€Opisl 3aBaJ03aXMIIEHOCTI Ta palioesIeKTPOHHOI 60poTsOH. B X0l mocimipkeHHs OTpUMaHi peKOMEHIaLii 1moao
CHHTE3y ONTHUMAJIbHUX METOIB OLIHIOBAHHS CTaHy KaHaJliB B yMOBaX BIUIMBY HaBMUCHUX 3aBaj]. BucHoBku. IIpu HasBHOCTI
JIOCTaTHBOI ~ampiopHoi iHQopmanii npo mnepenaBaHHi iHGopMaliliHI CHMBONM Kpalli pe3ylabTaTH 3a KpHUTEpieM
CHIBBIIHOIIEHHS! TOYHOCTI OLIHKM i CKJIAQIHOCTI peaiizanii AEMOHCTpPYE aJrOpUTM JIHIHHOTO OLIHIOBAaHHS 32 MiHIMyMOM
CepeJHbOKBAIPATUYHOr0 BIAXWICHHS. 3a BIJICYTHOCTI JOCTAaTHBOI anpiopHoi iHpopMauii npo neperaBaHHi CUMBOIH KPAIUM
€ HEe3MILIeHU I BapiaHT OLIHKU 3a MIHIMyMOM HalMEHIIMX KBaJApatiB. J{JIs mMiJBUICHHS TOYHOCTI OLIHIOBAaHHS MEPeaaTOYHOT
XapaKTePUCTUKH KAaHATIB KOMIUIEKCIB IIPOTHUIOBITPSIHOI OOOPOHM B YMOBaX CKJIAJHOI DPalioeNeKTPOHHOI 0OCTaHOBKH
JIOLUIBHO BUKOPHCTOBYBATH 1TEPAaTHBHI NPUHIINIIH.

KitiouoBi ci1oBa: pajioenekTrpoHHa 00CTaHOBKA; HABMICHI 3aBaJIi; IPOTHIIOBITPsIHA 000pOHA; METOH aHAIi3y.

AHaJIN3 METOI0B OLEHKH KAHAJOB KOMILJIEKCOB IIPOTHBOBO31yLIHO 000D OHBI
P.H. XKusotosckuii, C.H. Ilerpyk

Hpe}IMeTOM HU3y4dCHUSI B CTATb€ €CTb METOAbl OLCHKU COCTOsSIHUS KaHaJIOB KOMIUIEKCOB HpOTHBOBO3I[yLHHOﬁ
O6CTaHOBKI/I, (byHKI_II/IOHI/IpyTOIHI/IX B CIIOKHOU pa}lHO3J’[eKTpOHHOI7] oocranoBke. K YKa3zaHHBIM METOJAaM, KOTOPBIC ObLIH
PacCMOTPEHBI B CTAaTbE€ OTHOCATCA: METOJ HAUMEHBIIMWX KBAaJApaTOB, METOA CPCAHCKBAAPATHUYHOI'O OTKJIIOHCHUS, METOMbI
OLICHKHU KaHAaJIOB IIPpU UTEPATUBHBIX criocobax O6p360TKI/I CUI'HaJIa Ha IIpUeMe, Cy6OHTI/IMaHBHLIe AJITOPUTMBI UTEPALTUOHHOI'O
OLCHMBaHUA KaHalJla u I/IH(i)OpMaHI/IOHHBIX CHUMBOJIOB Ha OCHOBC ME€TOJa MaKCUMaJIbHOI'O HpaB)IOl'[OI[O6I/I$l, METOAbI JINHEHHOM
HECMEIIICHHOMN OLICHKH C MUHHAMAaJIBHOM zmcnepcneﬁ n METOABI JIMTHEHHOTO OLICHUBAHUSI 110 MUHUMYMY CPEIAHCKBAAPATUIHOI O
OTKJIOHCHUS. He.]'lbl{) HCCICA0BaHUS SBJISIETCA IIPOBEACHHE aHaIM3a CYHIECTBYIOIINX METOJAOB OLICHKHU COCTOSAHHS KaHAJIOB
KOMIIJICKCOB HpOTHBOBOSZ[yLHHOﬁ 060pOHBI B yciioBuUsAxX Paauo3JICKTPOHHOI'O IIOJaBJICHU A " MHOTI'0JIy4€BOI'O
pacripoCTpaHCHUsA paArOBOIH. 33.[[3."11/1, KOTOpbIC peIIaJIMCh B UCCICAOBAHUN OBLIIM: MaTEMAaTHYECKOE OIHCAHUE M3BECTHBIX
MCTOI0B OLICHKHW COCTOsSHHA KaHaJIOB U pa3p360TKa peKOMeHZ[aL[I/Iﬁ 10 CMHTE3Y ONTUMAJBbHBIX METOHAOB OLECHKU COCTOSHUS
KaHaJIOB. I/ICHOJ'[B?,yCMLIMI/I METOAaMU B HCCICAOBAHHUU ABJISIIOTCA: TEOpHUS CBA3H, TEOPUS ITOMEXO3AIIUIIEHHOCTH U
paﬂHO3HeKTpOHHOﬁ 60]:)1:61:1. B X04C uccieAOBaHUA IMOJTYYCHBI PEKOMEHAAINU 10 CHMHTE3Y ONTHUMAJIBHBIX METOAOB OLICHKH
COCTOsIHUS KaHAJIOB B YCJIOBHUAX BO3)1€I>1CTBI/IH IIpEeAHAaMEPCHHBIX ITOMEX. BI)IBOJII)I. HpI/I HaJIUYUHU JO0CTATOYHOI'O aanopHoﬁ
I/IHq)OpMaLII/II/I 0 nepeaavc I/IHq)OpMaLII/IOHHBIe CUMBOJIbI JTY4YIIHE PE3YJIbTAThI 10 KPUTEPHUIO COOTHOIICHNSA TOYHOCTU OLECHKHU U
CJIIOKHOCTH peau3allul AEMOHCTPUPYET aJITrOpUTM JIMHEHHOT O OLICHMBaHUA II0 MHUHUMYMY CPEAHEKBAAPATUIHOI' O
OTKJIOHCHUS. HpI/I OTCYTCTBUU IIOCTaTO‘-IHOﬁ aanopHoﬁ I/IHq)OpMaHI/II/I 0 nepeaavc CUMBOJIBI NPEANIOYTUTCIIBHBIM SBJISACTCA
HECMEIIICHHOMN BapHUaHT OLCHKH 110 MUHUMYMY HaUMCHBIINX KBaJApaTOB. JIJ'[H MOBBILICHHUS TOYHOCTHU OLICHKH Hepel[aTO‘-{HOﬁ
XapaKTEPUCTUKU KaHAJIOB KOMIIJIEKCOB HpOTHBOBOS}IyUJHOﬁ O60pOHLI B YCIOBUAX CIIOKHOM paﬂHO3HeKTpOHHOﬁ 00CTaHOBKH
uenecoo6pa3H0 HCII0Jb30BaTh UTCPATHUBHBIC ITPUHIIUIIBI.

KawueBbie cjoBa: PaaNO3JICKTPOHHAN 06CTaHOBKa; YMBIIUICHHBIC ITOMEXH; MPOTUBOBO3AYIIIHANA 060p0Ha; MCTOABI
aHaJii3a.
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