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METHOD OF SYSTEM DESIGN OF THE NETWORK
OF MEANS OF SPECIAL CONTROL

The subject matter of the article is the processes of system design of the network of special control means (NSCM). The
aim is to develop an iterative scheme for the logical design of a network of special controls that will be based on the ideas
of the aggregative-decomposition approach, system analysis and system design of complex systems. The objectives are:
analysis of the features of the network of special control means as an object of design or reengineering; decomposition of
the problem of optimization of NSCM to a multitude of tasks related to different hierarchical levels of decomposition, with
their interrelationships on the initial data and the results of the solution; formulation of the requirements that the methods
and procedures for solving the problems of optimization of the NSCM should satisfy; the development of an iterative logic
scheme and the system design method for the NSCM. The methods used are: system analysis of design processes, cause-
effect analysis, method of system design of complex systems. The following results are obtained. The analysis of the
peculiarities of the network of special control means as an object of design or reengineering is carried out. Taking into
account the characteristics of NSCM, decomposition of the problem of its optimization into a set of interrelated tasks
related to different hierarchical levels of decomposition is performed. The scheme of the interrelationships of the selected
tasks with the input data and the results of their solution is established. The requirements that must be met by methods and
procedures for solving the problems of optimization of NSCM are defined. This allowed the development of an iterative
logic scheme and on its basis the method of system design of NSCM. Conclusions. On the basis of the analysis of the
interrelationships between the optimization problems of NSCM on the input data and the results of their solution, an
iterative logic scheme and an interactive method of its system design are developed. It is expedient to use the obtained
results for complex determination of the structure, topology, parameters and technology of functioning of NSCM. This will
reduce the time to solve problems of designing, planning the development or reengineering of networks of funds, reduce
the cost of their creation and operation, through joint solutions to improve the quality of solutions and, on this basis,
improve their functional characteristics.
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Introduction

Checking large-scale objects that are designed,
created and exploited in our time, characterized by
growing complication systems. The increase of scales of
the controlled territory or space increases requirements
to the operation ability, exactness reliability and vitality
of the checking systems, results in the increase of
amount and complication of their elements,
complication of technologies of their functioning [1-3].

Among the tasks of reengineering planning or
planning of development of the checking systems the
special place is occupied by the tasks of optimization of
their structures. The characteristic feature of the
checking of large-scale object systems is that an optimal
structure, parameters of their elements, communication
means between them and technology of functioning in a
great deal are determined by the territorial placing of
objects and controls [4-7].

The typical example of the similar systems that is
intend for monitoring objects that are disperse on
considerable territory is a network of facilities of the
Main center of the special control of Ukraine. The basic
tasks of this Center are: observance of requirements of
international agreements in relations to limitation and

prohibition of nuclear tests; the seismic state
geophysical phenomena; the radiation state in the points
of the distribution of subdivisions of the Center.

Structurally the network of facilities of Center of
the special control consists of great number of
multilevel centers of control (main center, regional
centers, autonomous and movable points), that is
disperse on considerable territory. Expansion of great
number of control objects, change of requirements of its
quality, the improvement of facilities of collection,
transmission and treatment of information results in the
necessity of optimization of existent network.

Formulation and analysis
of the modern state of the problem

To optimize the network of special control tools
(NSCT), as in the design or reengineering of other
geographically distributed systems (GDS), it is
necessary to solve a plurality of combinatorial tasks of
structural, topological, parametric and technological
optimization. Taking into account that the power of the
sets of admissible functioning technologies, the
parameters of the elements and connections of such
systems is insignificant, the main difficulties are the
tasks of optimizing their topological structures [8].
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For their solution, exact (combinatorial) and close
(heuristic) methods are used. The exact methods allow
to find optimum solutions, but, given the NP-
complexity of the problem, such methods can be applied
only to optimize the simplest systems with a small
number of elements that are part of their composition.

In this case, the tasks of placing nodes or elements
of the control system are solved according to different
criteria, using various target functions, in conditions of
different dimensions and degree of certainty of input
data, time and resource constraints. This requires the
development of a set of problem-solving methods that
differ in accuracy and complexity, will have less
temporal complexity than combinatorial methods and
greater accuracy than existing approximate methods [9].
Modern technologies for designing geographically
distributed objects, including NSCT, are based on the
ideas of aggregation-decomposition approach, system
analysis and system design of complex systems. When
implementing a system approach in the design tasks of
such GDS one of the main problems is the formal
presentation of the process of solving the set of
interrelated design problems. Such formalization is
presented in more convenient way as a logical scheme
for constructing a global design solution [10].

Under this approach,  construction of such
formalization must precede the correct decomposition of
the problem [11]. In the initial stages of the design, the
problem is presented as a meta-task MetaTask,
consisting of a set of tasks relating to different
hierarchical levels of decomposition, with their
interconnections by the initial data and the results of the
solution [12]:

MetaTask = {Taské } ,

_ (1)
Task' = {Taskf}, i=1i,, 0=1n,

where Task'' - the set of tasks of synthesis, that belong
to the level of /;
n, —amount of levels of description of the system;
i —number of task;
i, —amount of tasks that should be solved at level ¢.

Thus each of tasks is given as some transformer of
data:

Taskf = Inl-é - Outl-é , i= E, 0= E, (2)

where Inf, Outf — entrance data of i-task and initial

data of 7 -level.
Each of the distinguished tasks of top levels

Taskl-é, i= E, l=1,n,,
can be presented as a set of interconnected subtasks

Taskf = {Taskf/- } , J= E,

where j; —amount of subtasks of a task T askl-é .

The systematic analysis of the problem of the
synthesis of GDS and an overview of its current state

allows us to conclude that it is expedient to use the three
levels of detailed description at the meta-, macro- and
micro-levels in the design and technical and economic
aspects [12].

MetaTask is considered on a meta-level problem in
general. Most macro level tasks are essentially the tasks
of system design and differ in the constraints that reflect
the specifics of the main stages of the life cycle of the
GDS:

Task' = {Task} } , E, 3)

where Tt askll — the formation of requirements for

geographically distributed systems and the development
of a technical design task;

T ask; — system design;
T ask; — development planning;
T ask}; — adaptation of GDS;

T ask; — reengineering of GDS.

The complex of objectives of the meta-level (3)
covers the whole range of issues of structural synthesis
of geographically distributed systems that arise at the
stages of pre-design studies, design, creation and
operation, which are solved in their design and
management systems.

The main tasks of the micro level are related to the
solution of the issues of system design of the
geographically distributed systems [12]

Task® = {Taskl-2 } ,i=16, 4)

where 7T askl2 — choice of principles of geographically
distributed systems construction ;

T ask22 — choice of system structure;

T ask32 — definition of the topology of elements and
connections;

T askf — choice of operation technology;

T ask52 — determination of parameters of elements
and connections;

T askg — evaluation of the effectiveness of options

and choice of solutions.

For the practical implementation of the system
design of the network of special control tools, other
geographically distributed systems, it is necessary to
develop appropriate mathematical support that takes
into account the specifics of the object and the
corresponding design technology.

The purpose of the article is to develop an iterative
scheme for the logical design of a network of special
control tools, based on the ideas of the aggregation-
decomposition approach, system analysis and system
design of complex systems.

Main results

In the process of developing a decision-making
method for the basic task of system designing the GDS,
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it is necessary to analyze its solvability at three levels:
inputs, resources and process [10]. From solving the
problem at each level will follow its solvability as a
whole.

It should take into account the specific features of
the task of system design of geographically distributed
systems [7]:

the close relationship of problems structural,
topological, parametric, technological synthesis, which
requires their joint solution;

the combinatorial nature of most of the tasks
(subtasks) that are part of it;

the need for solving problems of great dimension;

the presence in the formulation of problems the
factors that are difficult for formalization;

high dynamism or uncertainty of the input data; a
wide range of conditions for solving problems.

Analysis of the above features of the tasks of
system designing TRS allows us to formulate the
requirements that must satisfy the effective methods and
procedures for solving design (optimization) of the
NSCT [13].

1. Close relationship of tasks and incomplete
information certainty of tasks of choosing the principles
of network construction, structural, topological,
parametric and technological synthesis, as well as

analysis and selection of design solutions 7. askl-2 by
i=1,6,

causes the iterative nature of the methods and
procedures for their solution.

Res-2

input sets InDatl-2 and restrictions o

This way, it is possible to solve T askl-z, i=1,6

2. High complexity of solution methods MetDec?

due to the combinatorial character of most tasks 7 askl-z,

and a wide range of conditions for their solution is
required when they solve the use of a plurality of

methods MetDecl-zk, i=1,_6, which have different

complexity and accuracy.

This will enable the solution of the tasks of system
design by resources.

3. To make full use of the experience of designers
and to take into account factors that are difficult to
formalize, it is advisable to build the solution process
based on interactive (human-machine) procedures. The
process of finding a design solution will consist of
complementary procedures for automatic and
intelligent synthesis with the participation of the
operator.

4. At all stages of designing it is advisable to use
techniques that reduce the complexity of solving system
design problems 7. askl-z, i=1,6.

For this purpose, heuristics that take into account
the specifics of tasks, solutions obtained through "fast"
procedures, formal or expert assessments can be used.

Taking into account the mentioned features of the
tasks of designing (optimization) of the NSCT and the
listed requirements for the procedures for their solution,
the determined sequence of problem solving of the
design of complex geographically distributed systems
(fig. 1), as well as the axiom of system design, the
method of forming solutions to problems of system
design based on the basis of the iterative logic scheme

tasks at the input. [8] is proposed.
Resf InDat 55 Resg InDat §£ Resg InDat ig Resf; InDat §E Res§ InDat §£ Res§
0 Tastd,
. InDat fE DesDec? DesDecg DesDec§ DesDecj DesDec§ DesDecé :
In—'__'Daig : Task? \—w| Task? | »| Task; | Task; | Task: | Task; DesDec
InDafgj InDat 51 InDat fg InDat f; InDat é]

Task12 — the task of choosing the principles of building a GDS

Task22 — the task of selecting a structure

Task32 — the task of determining the topology of elements and relationships

Taskf — the task of selecting a functioning; technology

Task52 — the task of determining the parameters of elements and connections

Task62 — the task of assessing the effectiveness of options and choice of solutions

Fig. 1. The sequence of tasks in the linear scheme of system design of the GDS
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Due to the fact that data is not solvable in a linear

sequence 7 ask?, i=2,5, the formation of input data

InDatl-2 and restrictions Resl-2 for them in the initial
iteration will be carried out on the basis of predictive (in
particular, expert) data.

On other iterations as input InDaz‘l-2 and
restrictions Resl-2 the results of solving the following

tasks DesDec%, j>1, i=150f the sequential scheme

will be used.

The essence of the proposed method for systematic
design (optimization) of network of special control tools
on the basis of an iterative-sequential logic design
scheme may be presented in the following form [13].

1. Beginning of the decision: entering input data
InDatlz and restrictions Reslz of the task T asklz .

2. Formation of a solution search strategy.

3. Select a variant of the network structure
(Task?3).

4. Determining the topology of elements and

relationships (7t ask% ).

5. Choice of operation technology (7 aski ).

6. Determining the parameters of elements and

connections (7t askg ).

7. Checking the limitations of the task 7 asklz. If

the evaluation of the characteristics of the current
variant of the construction of the network K (s) does not

satisfy the restriction Reslz of the task, go to step 3.

8. Evaluating the effectiveness and choosing the
best of the existing variants.

9. If the search solution strategy is not exhausted,
go to step 3.

10. Formation of decisions by the operator,
estimation of their efficiency and choice of the best
variant.

11. The end of the decision: the best variant for the
network construction s° as well as its evaluation K(s°)
by a set of partial criteria K are determined.

Initial data InDatlz and restriction Reslz of the

task:

ObjS — a set of characteristics of objects subject to
control;

K — a set of partial criteria used to evaluate the
network's performance;

0% C* — boundary levels of the indicators of the
effect (functional characteristics) and costs;

S'={s} — a subset of options that determine the area
of the existence of the network;

IT— possible principles for building a network.

The search strategy of the solution, which is
formed at the step 1, defines the conditions of the

iterative implementation of the steps 3-8, as well as the

choice of design procedures ProcDecl-2 to get solutions

of the task Task?, i = L6 [8].

1

The choice of the strategy is based on the solution
of the problem, which forms the domain of admissible
variants of network construction S*={s}, proceeding
from the chosen principles of its construction 7 d1.

Specific provisions of the strategy are determined
by the necessary precision of the solutions DesDecl-z,

i=1,6, as well as computing resources that can be used
to solve the problem.

Steps 3-6 provide for the implementation of design
procedures ProcDecl-z, i=2,5 to solve the tasks of

choosing a network structure, determining the topology
of elements and relationships, choosing a technology of
operation, determining the parameters of elements and

relationships in the context of input data InDaz‘l-2 and
restrictions Res 12 .

Each of the procedures ProcDecl-z, i=2,5 based
on one of the task models ModTaskl-2 ={M0dTaskl-2k }
and uses one of the methods of solving it Mez‘Decl-2 =
= {MetDec? } [8].

Checking restrictions Resl-2 is carried out in the

process of solving each of the tasks 7. askl-z, i =1,_5.
Step 5 provides for verification of restrictions of the

general task 7 askl-2 .

Evaluating the effectiveness and choosing the best
variant for building a network (step 8) is carried out
using formal or expert multi-factor and multi-choice

procedures {ProcDec ék J 8]

Step 9 provides for verification of the completion
conditions of the iterative cycle for solving complex

tasks T askl-z, i=2,5 (in particular, the number of

cycles of the multistar procedure for searching for the
global extremum of the target function).

Step 10 provides for the formation of decisions
s &* by the human operator which is responsible for the
system designing, as weel as an automated evaluation of
their properties by a set of criteria K(s), comparing them
with the best of the previously obtained and choosing
the best among them s°.

Depending on the available means of automation
of designing and the chosen strategy for the design
decisions, various forms of participation of the operator
in forming decisions (step 2-10) are possible: operator-
programmer, operator-researcher, operator-coordinator
[10].

Possibility of solving the tasks of system design
(NSCT)=-as a whole follows from the possibility of

solving constituent tasks T askl-z, i=1,6 and the
convergence of the entire iterative procedure. In this
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case, design decisions DesDecl-2 T askl-z, i=1,6 tasks,
on the subsequent iterations of the proposed scheme will
become more precise, because they will be formed
based on the decisions obtained in the previous

iterations. As a result, the accuracy of the solution

DesDeclz task will be increased.

Conclusions

The analysis of the peculiarities of the problem of
system design of the network of the main center of
special control, as a kind of territorially distributed
objects, made it possible to establish the specific
features of the arisen problems.

The close relationships between the tasks of
structural, topological, parametric, technological
synthesis requires their joint solution. The combinatorial
nature of problem problems and their high dimension
require the development of effective methods for their
solution.

The presence of problem-oriented factors that are
difficult to formalize and incomplete certainty of input
data makes using of interactive technologies is more
effective for the design.

The established features have determined the
iterative interactive nature of the proposed logic design
scheme and of the proposed method for the design of
design solutions.

The practical application of the results obtained
will reduce the time for solving the design, planning, or
reengineering tasks of the Network of the Main Center
for Special Control, reducing the costs of their creation
and operation, by jointly solving tasks to improve the
quality of solutions and, on this basis, improve the
functional characteristics of the network.

Further details of the described logic design
scheme and the proposed method for the design of
design solutions involves the choice or development of
new mathematical models and methods for solving all
partial problems:

the choice of principles of network construction;

choice of network structure;

definition of the topology of elements and
connections;

choice of operation technology; determination of
parameters of elements and connections;

assessing the effectiveness of options and choosing
solutions.
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MeTon cHCTEMHOI0 NPOEKTYBAHHS Mepe:ki 3ac00iB crneniaabHOr0 KOHTPOJIIO
B. B. Be3skopogaiinuii, O. I. Cononenp, K. K. Kynarin, T. A. Komens, C. B. [Terpos, A. B. Komens

IIpeameToM BHBYEHHS B CTATTi € NPOLIECH CUCTEMHOIO NPOEKTYBAHHS MEpexi 3aco0iB CIeLialbHOro KOHTPOIIO
(M3CK). MeTta — po3po0Oka iTepaniiHOi CXeMH JIOT19HOTO IPOEKTYBAaHHS Mepexi 3aco0iB CreniaaTbHOro KOHTPOIIO, 0
I'PYHTYBAaTUMEThCS Ha 1/1€X arperaTuBHO-1€KOMIIO3UI[IHHOTO MiAXOAY, CHCTEMHOI'0 aHali3y Ta CHCTEMHOI'O IIPOEKTYBAHHS
CKJIaJHUX CHCTeM. 3aBJaHHM: aHali3 ocoOnuBoCTeil Mepexi 3aco0iB CleLialbHOrO KOHTPOIIO K 00’ €KTa MPOEKTYBAHHS
YU pEiHKUHIPpUHTY; aexoMmnosuiis npotiemu ontuMizamii M3CK Ha MHOXHMHY 3amad, IIO BiJHOCSATBCS 1O Pi3HHUX
iepapxiyHUX piBHIB AEKOMIIO3MLII, 3 iX B3a€MO3B'I3KaMH 3a BHUXiJIHUMU [aHUMH Ta pe3ylIbTaTaMU PO3B’SA3aHHS;
(bopMyIIIOBaHHS BUMOT, SKUM IIOBHHHI 33J0BOJBHATH €()EKTUBHI METOAM Ta IPOLENYpPH PO3B’A3aHHS 3a/1ad ONTHUMi3amii
M3CK; pospobka irepawiiinoi siorigHoi cxemu Ta Merody cucreMHoro mnpoekryBanHs M3CK. BukopucroByBaHMMHU
MeTOJaMH €: CHCTEMOJIOTIYHMH aHali3 INpOLEeCiB NPOEKTYBaHHs, NMPUYMHHO-HACIIJKOBUI aHalli3, METOJ CHCTEMHOIO
MPOEKTYBaHHA CKJIagHuX cucreM. Otpumani Taki pe3yiabTaTh. [IpoBeneHo aHaiiz ocoOnMBOCTEHl Mepexi 3aco0iB
CIeLiaJbHOI0 KOHTPOJIIO SIK 00’ €KTa NPOEKTYBAaHHA 4YM peiHXKMHIpUHrY. 3 ypaxyBaHHAM ocoOnusocteii M3CK BukoHnaHo
JICKOMIO3UILiI0 IIpobieMu 11 onTUMi3anii Ha MHOXKHHY B3a€MOIOB’I3aHUX 3aj]ad, 110 BIIHOCATBHCS A0 PI3HUX i€papXiuHUX
piBHIB nexomno3uiii. BctaHoBiIeHO cxeMy B3a€MO3B'SI3KiB BHUAIICHHX 3alad 3a BXIJHMMH IaHUMHM Ta pe3ylbTaTaMu X
po3B’sA3aHHA. BHU3HAuUe€HO BUMOTrHM, SIKMM IOBHHHI 3a/l0BOJIbHATH €(EKTHBHI METOJM Ta IPOLENYypH PO3B’sA3aHHs 3az1ad
ontumizanii M3CK. Ile no3Boamwno po3poOuTH iTepauiiiHy JIOriuHy cxeMy Ta Ha ii OCHOBI METOJX CHUCTEMHOIO
npoektyBanHs M3CK. BucnoBku. Ha ocHOBI aHanizy B3aeMo3B'a3kiB 3ama4 ontumizanii M3CK 3a BXiTHUMH JaHUMH Ta
pesynbTaTaMu X pO3B’s3aHHSA PO3pPOOJICHO iTepalliifiHy JIOriyHy CXeMy Ta IHTEpaKTHUBHUH MeTox I CHCTEMHOro
npoekryBaHHsa. OTpUMaHi pe3y/nbTaTH JOLIIBHO BUKOPUCTOBYBATH Ul KOMIUIEKCHOIO BU3HAUCHHS CTPYKTYPH, TOIOJIOTII,
napamerpis ta TexHosorii ¢pynkuionyBanus M3CK. Lle n03BoIMTH CKOPOTHTH 4ac PO3B’SI3aHHS 3a/ad NPOCKTYBAaHHS,
IUIaHYBAaHHA PO3BUTKY YM PEIH)XMHIPHUHT'Y MEpeX 3aco0iB, CKOPOTHTH BUTPAaTH Ha IX CTBOPEHHS I eKclulyaralito, 3a
PaxyHOK CIIJIBHOTO PO3B’s3aHHS 3ajad MiJBUIIUTH SKICTh DIilIeHb i Ha LiH OCHOBI HOKpamlyBaTH iX ()yHKI[IOHaJIbHI
XapaKTEPUCTHUKH.

KurouoBi ciioBa: BenukomacmtaOHUII 00’€KT; cHCTeMa CIEIIaJbHOTO KOHTDPOJIO; CTPYKTYpa; TOIOJOTIs;
[IPOCKTYBAHHS; ONTHMI3allisl; JIOTiYHA CXeMa CUCTEMHOr 0O NPOCKTYBAaHHS.

MeToa CHCTEMHOT0 MPOEKTHPOBAHUS CETH CPEICTB CNENHATHLHOT0 KOHTPOJIS
B. B. beckopogaiinsiii, A. 1. Cononen, K. K. Kynarun, T. A. Komwens, C. B. Ilerpos, A. B. Komens

IIpeameTom M3yueHHs B CTaTbe SABJISIOTCS IPOLECCHl CUCTEMHOIO NMPOSKTHPOBAHUSA CETH CPEJCTB CHELUAIbHOTO
koHTpoist (CCCK). ean - pazpaboTka UTEpaliMOHHON CXEMBI JIOTMYECKOT0 IPOSKTHUPOBAHMUS CETH CPEJACTB CIIEIHAIbHOTO
KOHTpPOJIS, KOTOpasi OyleT OCHOBBIBATHCS HAa MJESX arperaTMBHO-ICKOMIIO3UIIMOHHOIO M0JX0Ja, CUCTEMHOI0 aHaJlu3a U
CHCTEMHOTO NPOSKTHUPOBAHUS CIOXKHBIX CUCTEM. 3a/la4yM: aHAIU3 0COOEHHOCTEH CeTH CPEJCTB CHELUAIbHOIO KOHTPOISL
Kak 00beKTa NPOCKTHPOBAaHHUSA MM PEHHKUHMUPUHTra; aexkommnosunus npodiemsl ontumuzanuun CCCK Ha MHOXeCTBO
3ajJlay, OTHOCSIIUXCS K Pa3HbIM HEPAPXUUECKUM YPOBHSM JEKOMIIO3HMIUH, C UX B3aUMOCBA3SIMU 110 UCXOIHBIM IAaHHBIM U
pesynbTaTaM perieHus; GopmynupoBanue TpeOGOBaHUM, KOTOPBIM JOJDKHBI YAOBIETBOPATE METOJBI U IIPOLELYPbI PEIICHUS
3amau ontumusaunu CCCK; pa3paboTka HTEpalMOHHOH JIOTMYECKOM CXEMbl M METOJa CHCTEMHOrO IPOCKTHPOBaHMS
CCCK. Hcnone3yeMbIMH MeTOJAMH SBISIOTCS: CHCTEMOIOIMYECKHH aHalIM3 MpPOLECCOB MPOEKTUPOBAHMS, MPUYHHHO-
CIICJICTBEHHBIH aHAJIN3, METOJ CHUCTEMHOIrO INPOCKTHPOBAHMS CIOXKHBIX CHCTeM. [lodyueHsl cielyromiue pe3yJbTaThbl.
IlpoBenen aHanu3 OCOOEHHOCTEH CETH CPEACTB CIELUAIBHOTO KOHTPOJS KaK OOBEKTa IPOEKTUPOBAHUS WU
peurxuHupuHra. C yuetrom ocobeHnocreit CCCK BbINOIHEHO JEKOMIO3UIMIO MTPOOIEMBI €€ ONTUMHU3ALUU Ha MHOXKECTBO
B3aMMOCBSI3aHHBIX 3a/1a4, OTHOCSINUXCS K pPa3HbIM MEPapXMYECKUM YPOBHSAM JICKOMIIO3HLHMHU. YCTAHOBICHO CXEMY
B3aMMOCBSI3€H BBIJICJNIEHHBIX 3a7a4 C BXOAHBIMH JaHHBIMH M pe3ylbTaTaMu HMX peieHus. OmnpezneneHsl TpeOGoBaHuS,
KOTOPBIM JIOJKHBI yJOBJIETBOPATh METOIBI M TNpouexypbl pemeHus 3azad ontumusanuun CCCK. Orto nosponuio
pa3paboTaTh UTEPAlMOHHYIO JIOTHYECKYI0 CXeMY M Ha ee OcHOBe Merox cucreMmHoro npoekrupoBanusi CCCK. BouiBoabl.
Ha ocnoBe ananusa B3aumocBszed 3amad ontumusaund CCCK 1o BXOAHBIM [aHHBIM M PE3YJIbTaTaM HX PELICHUS
pa3paboTaHa UTEpalMOHHAs JIOTMYECKas CXeMa M MHTEPAKTHBHBIH METOJ €€ CHUCTEeMHOro npoekruposanus. IlonmydeHHble
pe3ynbTaThl LeJIecO00pa3sHO HCIOIb30BATh Ul KOMIUIEKCHOTO OIPEICICHUS CTPYKTYPBI, TONOJOTHH, IapaMeTpoB H
texHonorun Qynkunonuposanus CCCK. D10 N03BONMT COKPaTUTh BpeMs pEIICHHs 3ajad IPOEKTHPOBAHHUA,
IUIAHUPOBAHUS Pa3BUTHUS WIM PEHHXUHUPUHIA CETEH CPE/CTB, COKPATUTh PACXObl HA UX CO3[JaHUE M IKCIUTyaTalHio, 3a
CYeT COBMECTHOI'O PELICHHs 3aJad IOBBICUTh KAaueCTBO PEIICHUH M Ha 3TOW OCHOBE yIydllaTh MX (YHKIHOHAJIbHBIC
XapaKTEPUCTHUKH.

KiroueBble cJioBa: prHHOMaCUJTa6HLIﬁ O6T)GI(T; CHUCTEMaA CIICHUAJIBHOI'O KOHTPOJIA; CTPYKTYpa; TOIIOJIOI'UA;
IIPOCKTUPOBAHUE,; ONITUMU3ALUA; JIOTHMYECKAA CXEMa CUCTEMHOI'O IIPOCKTHPOBAHUS.
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