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THE INTELLIGENCE THEORY
MATHEMATICAL APPARATUS FORMAL BASE

Purpose. The main task of the theory of intelligence is to describe mathematically the laws governing the intellectual
activity of a human. This requires to obtain using physical and objective methods to obtain formal description of the
subjective states of a human sufficiently complete for practical purposes. Human thoughts, sensations, perceptions and
awareness are all subjective states. This paper is tasked to develop a multidimensional predicate model of comparator
identification - the basic experimental method of the intelligence theory and to substantiate the axiomatics of this model.
Methods. The comparator identification method developed in this paper provides the possibility of obtaining objective
knowledge of subjective states of human intelligence. According to the comparator identification method with his
behavior the subject realizes some finite predicate, the properties of which are experimentally studied and
mathematically described. The comparator identification method is based on the algebra of finite predicates, Boolean
algebra and the axiomatic method. Results. As a result of the comparator identification method application, we obtain a
mathematical description of the studied subjective states of a subject, as well as the form of the function underlying the
transformation of physical objects into subjective images generated by them. Conclusions. The results of this paper
provide a mathematical substantiation of the possibility of using the comparator identification method in human

intelligence modeling.
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Introduction

In this article some results aimed at developing the
mathematical apparatus of the theory of intelligence are
obtained.

As a model in the development of the theory of
intelligence, we adopt modern Physics, which, like the
theory of the intelligence, has two sides - formal and
conceptual.

As a formal teaching, Physics is an experienced
science that studies the laws of nature and expresses
them in the form of equations.

The need to consider the theory of intelligence as a
formal teaching is due to the fact that it needs a special
mathematical language that is not sufficiently developed
in the available sections of mathematics. Therefore, the
theory of intelligence, along with a meaningful study of
the mind of a human, is also compelled to develop the
necessary formal apparatus. Here this theory of
intelligence is not unique.

Thus, the needs of celestial mechanics gave rise to
mathematical analysis, the doctrine of the logical
abilities of a human stimulated the development of the
predicate calculus.

The possibility to expound the theory of intellect
in a deductive way, proceeding solely from the
physically observed facts, is based on the method of the
axiomatic description of the mind of a human. This is a
comparison method, or a comparator identification
method.

The algebra of finite predicates was developed in
this article [1]. In [2-4] some aspects of the theory and
practice of comparator identification are considered.

In this article, the development of the theory of
comparator identification is continued.

A multidimensional predicate model of comparator
identification is proposed, and the axiomatics of this
model is justified.

1. Comparison method
(comparator identification method)

The essence of the method consists in the fact that
the subject (the person whose intellect is being
investigated) in specially designed experiments by his
physical reactions forms the meanings of some
predicates H,P,...,P.. In these experiments, the

B.,B,...P.,
Which are formally written in the form of logical

equations connecting predicate variables X, X5,..., X,..

properties of predicates are revealed

Some of these equations are used in the role of axioms
or the initial postulates of the theory of intelligence.
From axioms, as from equations, there are values of
predicate  variables  Xj,X,,...X which  are

o
respectively predicates A,B,...,P..

The internal structure of the found predicates
characterizes certain details of the mechanism of the
human intellect.

The method of comparison was first used by
Newton in the physical study of human color vision.
Acting as a test subject, he observed on the comparison
fields an arbitrary light radiation x;,x, and recorded the

equality or inequality of their color. The predicate
formed this way P(x,x,) for the first time connected

the Grassmann axioms with logical axioms. Based on
Grassmann's postulates (laws), Schroedinger first
constructed the deductive theory of human color vision.

In the study of human intelligence by comparison,
the researcher influences the senses of the subject

experienced by physical signals (stimuli) xj,x,,...,x,,
generating in his mind certain subjective experiences

(states) y,¥p,...¥,. It is assumed that the states
Y1>¥25-,), uniquely depend on the corresponding
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incentives  xj,X,,...,x,. This means that there are

functions y; = f1(x1), y = f2(x2) s Yy = Su(x,) .
In the experiments on the subject, the stimuli
X|,Xy,...,X, are taken from the sets clearly outlined by

A,4,.... A so it's

the researcher A,

always
X € A],)CZ S Az,...,xn S An .

The sets 4;,i= L,n are chosen by the the
researcher arbitrarily, at his discretion, proceeding from
those scientific tasks that he sets before himself. It is
assumed that each of the incentives x; € 4; generate a

well-defined state y;. The set of all values of the

function y; = f;(x;), given on the set A;, is denoted by
the character B, .

Thus, each of the functions f; is a subjection
reflecting the set 4; on the set B;. The functions f;
characterize the subject's ability to react to external
objects with their subjective states.

The researcher gives the subject an assignment,
which he must perform in the course of the experiment.
The task specifies some attitude L, linking the states
Y1 € Bl,yy € By,...,y, € B,. In each experiment the
researcher forms certain states in the consciousness of
the subject yy,¥,,...,,, showing him the appropriate
stimuli x;, x,,...,x,,. If for these states the ration L is
performed the subject must respond with a response

& =1, if not, with the answer & = 0. Performing the
task, the  subject realizes the  predicate
& =L(»,yy,.»¥y,) > corresponding the relation L . The
predicate L characterizes the action of the mechanism
of consciousness of the subject, comparing the state
Yi1>¥2,-, ¥, in accordance with the received task. It is
this comparison operation that gives the name to the
method of comparator identification (after the English
word "to compare").

The predicate

P(xl’xZa“"xn) = L(fl(x])afl(xl)s""fn(xn))

characterizes the physically observed behavior of the
subject performing the task of the researcher and
reacting to the stimuli xj,x,,...,x, with the response

E = P(xX1,X%p,...,X,) .

The problem of the theory of intelligence is from
the properties of the predicate P, detected in
experiments on the subject, to extract the internal
structure of the signals xy,Xx,....X,5 ¥, 2,..., ¥, ; form
of the functions fi,f>,...f, and the form of the

predicate L .
This problem enables the extension to the case »
of the predicates A,P,...,P,. In the general case, the

subject receives r the tasks that perform alternately for
different sets of input signals.

Observable patterns in the behavior of the subject
are recorded in the form of a system of logical equations
(conditions):

P](X],Xz,...,X},) = 1,

PZ(XI’XZ""’X}’) = 1,
()

interconnecting the predicate variables Xj,X,,...,X, .
With the characters HB,5H,...,H
predicates from predicates Xy, X>,...,X,.. The predicate

are denoted the
Xj(xl,xz,...,xn), j=1,_r is given on a Cartesian
product 4 ; x 4y ; x...x 4,;. It is meant that the
solution X; =H,X, =h,...X, =P,

system of equations (a).
Values of the arguments

satisfies the

of the
predicates A, P,...,P. appear first in the experiments

X153 X0 5000 Xy

as the abstract elements, the internal structure of which
is unknown. This structure is extracted by deductive
methods from conditions (1). From them the internal
structure of predicates is extracted A,P,...,P., which

consists of the internal structure of the signals
Vijs Y2 jsees Vnj» the functions ﬁj,fzj,...,fm- and the

predicate L; for each of the predicates

Pi(xy,x0,0,) = L (fr () fr (s
fn/(xn)) = L/(yllayZ/sayn/)

The theory of the intellect as a formal teaching is
constructed as follows. There is a wuniverse of
elementsU , in the role of which a set of all kinds of
stimuli is used, which the researcher can present to the
subject. From the elements of the universe U the

researcher forms sets 4 j,Az j,...,A in accordance

o>
with the specific task of studying this or that side of the
human intellect. On Cartesian products
A x Ayj x...x 4, the predicates are defined P;,

which are interpreted as the behavior of the subject
performing certain tasks of the researcher.
Introducing predicate variables X, X,,...,X,., we

connect them with logical equations (1). Substantially
these equations act as initial postulates of the theory of
intelligence. Of these, as from axioms, are deductively
derived dependencies characterizing the internal
structure of the elements of the universe U and the
predicates H,P,...,P.. The task of the theory of the
intellect as a meaningful teaching is the formulation and
experimental verification of its postulates in the form of
equations (1).

2. Sets

The above-mentioned research program can not be
performed  without a  sufficiently developed
mathematical language. First of all, we need a formal
language in which it is possible to write down the
predicates that the subject realizes in experiments. Next,
we need to have a language for writing equations
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expressing the properties of these predicates. In
addition, it is necessary to have formal means for
describing the internal structure of the stimuli presented
to the subject and the states experienced by him, as well
as the internal structure of the predicates that the subject
realizes. Finally, it is necessary to have mathematical
means of extraction from the properties of predicates of
their internal structure. The foundations for developing
the desired formal language are the concepts of set and
relation.

Let's assume that a,a,,..,q; — are various
subjects. Their totality is called a set. We will
commonly denote sets by the bold uppercase Latin
letters. The subjects ay,a,,...,a; , which are part of the

set, are called its elements. As a rule, elements will be
denoted by lowercase Latin letters. Sets may differ from
each other by a number £ and the composition of the
elements in them ay,a,,...,a; . To write the set we will
use the list of all its elements, enclosed in curly
brackets: {ay,a5,...,a; } . The sets can be built not only
from the elements, but also from the sets, for example
{{a}.{ay,a,}}. Such sets are called sets systems.

The elements in the set are unordered, so the order
of enumeration of elements in the set record does not
matter. In the record of a set, the same elements can be
repeated, but the set itself does not change because it
does not have the same elements. If the characters a
and b denote the same element, it is said that the
elements a and b are equal and is written a =5 .
Otherwise, it is written a = b . If the sets 4 and B
consist of the same elements, then it is said that they are
equal and written 4 = B . Ifit is false that 4 = B, then
it is written 4 # B .

The sets just considered are named the finite. The
number of elements in them can take any natural value
k=12,.. Where k=0 we get an empty set O,

which does not contain any elements. Where k =1 we
get the singleton sets. Also can be considered the
infinite sets for which the value & is not limited to the
maximum value. The examples of infinite sets can be a
countable set consisting of all natural numbers and the
continual set of all real numbers. The power of a
continual set is greater than the cardinality of a
countable set. There are the sets cardinality of which
exceeds the power of the continuum, for example, the
set of all real functions.

For an infinite set the role of the number of its
elements plays the cardinality of the set. Two sets 4 and
B are named the equipotent, if for each element of the
set A can be associated its element of the set B and vice
versa. The power of a finite set is the number of its
elements. The totality of all objects that are elements of
all possible sets that are considered in a particular
problem (reasoning, research, theory) is called a universal
set or a universe of this problem and is denoted by the
character U . It is possible to combine in the same
universe, together with elements, also the sets formed
from these elements. It is believed that in such a universe
the sets differ from the elements, in particular a # {a}.

If the element a is a part of the set A4, it is said,
that a belongs to 4 and it is written a € A. The
record a € A or a ¢ A means that the elementa does
not belong to the set 4. The recorday,a,,...,a, € 4
means that a; € 4,a, € 4,...,a, € A. In the role of
elements of a set can be used any elements of the
universe U . Each element of any set considered in any
problem must be an element of the universe of this
problem. The relation € is named an element belonging
to a set.

The relation of belonging of the element to the set
and the equality of the elements are related by the law
of Leibniz: for all aand b a=5b onlyif ae 4 is
equally matched b € 4 at any A . The relation of an
element to a set and the equality of sets are connected
by the law of capacity or extensionality: for all 4 and
B A= B onlyif a € A is equally matched a € B at
any a.

The set A is called a subset or part of the set B,
and the set B — the superset of the set A, if every
element of the set 4 belongs also to the set B . In this
case it is said that the set A is included in the set B
and is written 4 < B. In the role of sets of elements,
can be used any subset of the universe U . Each set,
considered in any problem, must be a subset of the
universe of this problem:

AcU (2)

for any A4 . Each element that appears in the problem
must belong to the universe of this problem:

acU 3)
for any « . The empty set is a subset of any set:
D c A 4

for any 4.
The relation < is called the inclusion of sets. It is
reflexive:
Ac A (5)

for any A ; anti-symmetrically: 4 < B and B < 4 is
equally matched 4 = B for any 4 and B ; transitively:
Ac B and B c Centails 4 < C forany 4, B, C.
If Ac B and 4 # B,then A4 are called proper subsets
or regular parts of the set B an is written 4 < B. The
relation  is called a strict inclusion of sets. The sets
@ and A re called improper subsets of the set A4, all
other subsets of the set 4 — its own subsets.

The totality or the sum 4 U B of sets 4 and B is
set consisting of all elements of the set A and all
elements of the set B. The predicating AU B is
equally matched to the predicating a € 4 or a € 4 at
any a, A, B. Intersection or common part 4 N B of
the sets 4 and B A set consisting of all such elements,
each of which is contained both in the set 4, and in the
set B . The predicating a € 4 n B is equally matched
to the predicating a € 4 and a € 4 atany a, 4, B.

The operations of union and intersection of sets are
idempotent:
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AU A=A, (6)
ANnA=4 (7
for any A ; commutative:
AUB=BU A4, (8)
ANnB=BnNnA 9)
forany A4 and B ; associative:
(AuB)uC=4u(BuU0), (10)
ANnB)NnC=4ANn(BNO), (11)
and distributive:
(AuB)NC=ANnC)u(BNC), (12)
ANnB)uC=(AuUB)N(BUC) (13)

forany 4, B, C.
The unification and the intersections of sets obey
the laws of absorption or elimination:

(Au (AN B) = A,
(ANn(AuB)=4

(14)
(15)
forany 4 and B .

In combination with the universal and empty sets,

the operations of union and intersection of sets have the
following properties:

AV D = A4, (16)
ANU = 4, (17)
AvU =U, (18)
AN =0 (19)
atany 4.
The sets A and B are called disjoint if

A N B = & ; otherwise these sets are called intersect. A
set of B is called the complement of the set A4, if
ANB = and 4 U B =U . For every set A there is

a single complement A. at any a and 4 ae A is
equally matched a ¢ 4.

The operation of addition A4 of the set 4 obeys
the double complement law:

Ad=4 (20)

for any A ; the Morgan de:
AUB=ANB, 21)
ANB=A4UB (22)

for any A4 and B . In combination with the universal
and empty sets, the operations of union, intersection,

and complement of sets have the following
properties:
A=U, (23)
A= (24)
for any 4 ;
@ =U, (25)

U=0a. (26)

At any 4 and B the equality AU B =28 is
equally matched to the inclusion 4 < B, the following
inclusions are valid:

Ac AUB,
Ac AN B.

(27)
(28)
The difference of sets 4 and B is called the set

A\B=ANB. (29)

The system of all subsets of the universe
U together with the operations of addition, union, and
intersection of sets is called the algebra of sets. The
relations (6)—(29) are called the basic identities of the
algebra of sets.

Any set M, containing elements 0 and 1, on

which two double operations + and - and one single ',
satisfying at any a,b,c € M equalities:

a+a=a, (30)
a-a=a, 31
a+b=b+a, (32)
a-b=b-a, (33)
(a+b)y+c=a+b+o0), (34)
(a-b)y-c=a-(b-0), (35)
(a+b)-c=(a-c)+(b-0), (36)
(a-b)y+c=(a+c)-(b+c), 37
a+(a-b)=a, (38)
a-(a+b)=a, (39)
a+0=a, (40)
a-l=a, (41)
a+1=1, (42)
a-0=0, (43)

(a) =a, (44)
(a+b)'=a"b', (45)
(a-b)'=a+b', (46)
a+a' =1, 47)
a-a'=0, (48)
0=1, (49)

1=0 (50)

is called a Boolean algebra. Relations (30)—~(50) are
called basic identities of a Boolean algebra.
Not all basic identities of Boolean algebra are
independent of each other. Some of them can be derived
from the totality of the others.

Thus, from the identities:

a+a=a,
a+b=>b+a,

(a+b)+c=a+b+0),
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(a+b)-c=(a-c)+ (o),

(a)'=a,
51
(a+b) =a"b Gh
a+b-bY=a

all the other basic identities of Boolean algebra are
derived. The identity (51), which is absent in the list of
basic identities of a Boolean algebra, follows from the
identities a+0=a and a-a'=0.

The recently given seven identities (51) are
logically independent from each other, they are called
axioms of Boolean algebra.

Any non-empty set M , on which the operations +
are given - and ', subordinate to these axioms, is a
Boolean algebra. From the axioms of Boolean algebra
follows the existence and uniqueness of zero 0 = a - a'
andafigure l =a+a'.

If Oistaken asasetdd, listakenasaset U, +is
taken as an operation, -, ' — correspondingly the

operations U, m, over the sets of a set U , then the
Boolean algebra turns into one of its varieties - the

algebra of sets. Operations U, N, are called Boolean
operations over sets. The axioms of Boolean algebra
now play the role of axioms of algebra of sets, which
can be written in the form of identities:

AUB=BU 4,
(AuB)uC=4u(BuU(),

(AUB)NC=(ANC)U(BNC),
= (52)
A =4,

AUB=ANB,
AU(BNB) = A

Conclusions

From an applied point of view, the language of
finite mathematics seems quite acceptable for the theory
of intelligence, since any artificial intelligence systems
have a finite complexity. With their help, you can
practically reproduce only those intellectual processes
that allow a mathematical description in the language of
finite mathematics.

So, let's focus on the final mathematics in the role
of the universal language of the theory of intelligence.

But in which specific form of an algebraic system
should it be used in the theory of intelligence. For this
purpose, can be used the algebra of finite predicates.

This recommendation is based on the
completeness of the algebra of finite predicates.

In the language of the algebra of finite predicates,
can be written any finite relation and any finite function.

This means that in the language of the algebra of
finite predicates, any law of intelligence and any
intellectual activity realized on a computer can be
expressed.

All that can be expressed in the language of the
algebra of finite predicates can also be practically
reproduced on a computer. And on the contrary,
everything that can be implemented on a computer can
also be written in the language of the algebra of finite
predicates.

Thus, there is an exact correspondence between the
descriptive possibilities of the algebra of finite
predicates and the capabilities of computers to actually
implement the descriptions of this algebra. The
conclusion about the admissibility of the algebra of
finite predicates for the theory of intelligence is also
reinforced by the fact that literally all paths lead to the
algebra of finite predicates.

So, if the language of graph theory is
supplemented with a formal apparatus, then as a result it
is obtained the algebra of finite predicates.

If the algebra of logic is generalized and go from
binary to alphabetic ones, it is also obtained the algebra
of finite predicates.

If a multivalued logic is supplemented with a
language for writing relations, we again come to the
algebra of finite predicates. Finally, if we take a finite
fragment of the logic of predicates and algebraize it,
then in this case we are led to the same algebra of finite
predicates.

It is very important that the algebra of finite
predicates serves for the theory of intellect not only as a
formal language for describing the laws of the intellect
and intellectual activity of man. Its role is much more
significant. Without exaggeration, we can say that the
algebra of finite predicates in action is actually the
intellect.

The structures of the algebra of finite predicates
express the very essence of intellectual processes and
phenomena, allowing the direct interpretation in
psychological terms.
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®opmanbHa 6232 MATEMATHYHOI'O aNlapaTy Teopii iHTeJeKTy
Kynxaip Aben Tamep

Mera ['on0oBHe 3aBJaHHS TEOpii IHTENEKTY - MATEMaTHYHO ONUCATH 3aKOHH, IO PETYIIOIOTh IHTENEKTYalbHY HisIbHICTh
nroauHU. It boro HeoOXiHO oTpuMaty (i3uyHi Ta 00'€KTUBHI METOIM OTPUMAaHHS (POPMAIIBHOTO ONHUCY CYO'eKTHMBHHX CTaHIB
JIIOJMHM, JOCTATHBO IOBHUX IS NPAaKTUYHMX Liei. JItoACBKI IyMKH, BIiIUYTTS, CHPUHHATTS Ta YCBIIOMJEHHS - i€ BCI
cy0'ekTHBHI cTaHW. Y Il CTarTi MOCTAaBIEHO 3aBAAHHSA PO3POOMTH OaraToOBUMIpPHY NpPEAMKATHY MOJEIb KOMIIApaTOPHOI
imeHTH}IKaLI] - OCHOBHOI'O €KCIIEPUMEHTAIILHOTO METOY TEOpii IHTENIeKTY, i OOIpyHTYBaTH aKCioMaTHKY Iie€i Moxeni. MeToam.
Merox kommaparopHoi imeHTHdiKamii, po3poOneHui B JaHId CTATTi, Ja€ MOXJIMBICTh OTPHMAard OO'€KTHBHE 3HAHHS
Cy0'€eKTHBHHX CTaHIB JIFOJICBKOIO iHTENEKTY. 32 METOIOM KOMIApaTOpHOI ineHTHdiKalii 3 Horo noBediHKOI Cy0'eKT peaizye
JIeAKUH KiHLEBUI IIPeNKaT, BIACTUBOCTI SAKOr0 €KCIIEPHMEHTAIBHO BUBUCHI Ta MATEMaTUYHO OIKcaHi. MeTo KoMIapaTopHOl
imeHTH(}IKalil 3aCHOBaHMH Ha MeETOJaxX anreOpy CKIHYEHHHX NpenuKariB, OyneBoi aiareOpu i aKCiOMaTHYHOMY METOZI.
Pe3ysabraTn. 3acTocyBaHHS METOAY KOMIApaTOpHOI iNeHTHdiKauii nae MaTeMaTHYHUH OMUC AOCHIKYBaHUX CYO'€KTMBHHUX
CTaHiB JIIO[MHY, a TaKOX B (QYHKIII, II0 JISKUTh B OCHOBI NEPETBOPEHHs (I3MYHMX IPEAMETIB B INOPOMXKYBaHI HEO
cy0'ektuBHI 00pa3u. BucHoBku. Pesynbraté poOOTH MaTeMaTMYHO OOIPYHTOBYIOTh MOXIIMBOCTI 3aCTOCYBAHHS METOIY
KOMIIapaTopHOI ifeHTU(IKaLl IPX MOJIEIIOBAHHI 1HTENEKTY JIFOJMHH.

KaruoBi ciioBa: Teopis iHTeNIeKTY, anredpa CKIHUEHHUX MPEIMKATIB, KOMIIApaTOpHA 11eHTU(DIKALLi.

®opmanbHas 6232 MaTEMaTHYECKOI0 aNNapaTa TEOPHU MHTELIEKTA
Kynxanp A6en Tamep

Hear I'maBHas 3ajaya TEOpUM WHTEIUIEKTa — MATEMAaTHYECKH ONKCATh 3aKOHBI, PETYIUPYIONIHE HHTEIUIEKTYaIbHYO
JIeATeIbHOCTD uenoBeka. it 3Toro HeoOXOAUMO INMONYYHUTh (PU3MUECKHE U OOBEKTHUBHBIC METOJbI HOIydeHHs (HOPMaTbHOrO
OIMCaHMs CyOBEKTUBHBIX COCTOSHUN 4eJIOBEKa, JOCTATOUHO MOJIHBIX JUIS IIPaKTUYECKUX Lieneil. YermoBedeckue MbICIN, 1yBCTBa,
BOCHPHUSTHE U OCO3HAHME - 3TO BCE CYOBEKTHBHBIE COCTOSHMS. B 3Tol craThe mocraBiieHa 3ajaya pa3paboTaTh MHOIOMEPHYIO
MPEeIUKATHYI0 MOJEIb KOMIApaTOPHOH HICHTU(HUKALUM — OCHOBHOI'O JKCIIEPHMEHTAIBHOIO METONA TEOPUHM HHTEIIEKTa, U
000CHOBaTh aKCHOMATHKY 3TOi Moznenu. MeToabl. MeTos KOMIIapaTOpHOH MISHTU(UKALUK, pa3paOdOTaHHbIN B JAHHOM CTaThe,
JIaeT BO3MOXKHOCTh HOJIyYUTh OOBEKTHBHOE 3HAHHE CYOBEKTHBHBIX COCTOSIHMH 4YenoBeueckoro uHremwiekra. ITo meromy
KOMIIapaTOPHOH MICHTH(HKALUMK C €ro MOBEJCHHEM CYOBEKT peaqn3yeT HEKOTOpOe KOHEYHOE NPEAMKAT, CBOHCTBA KOTOPOIrO
9KCIEPUMEHTAIIbHO HM3y4€Hbl W MaTeMaTHYeCKH OIMCaHbl. MeToj KOMIIapaTOpHOW HMIEHTU(MKALMKM OCHOBAaH Ha METOAAX
anreOppl  KOHEYHBIX IIPEUKATOB, OyneBOH anreOpbl M akcuomarudeckoM Metone. Pesyabrarsl. [IpuMenenue Merona
KOMIIapaTOPHOH MIICHTU(HUKALUY 1aeT MaTEMAaTHIECKOE ONMCAaHUE UCCIIENyeMbIX CYObEKTUBHBIX COCTOSIHHI YeJIOBEKa, a TAKKE
BUJl (QYHKIMH, JISKAIIUH B OCHOBE IpeoOpa3oBaHMs (HM3MUECKHX INIPEAMETOB B HOPOXKIAeMble €il CyObEeKTHBHBIE OOpas3bl.
BoiBoabl. Pesynbrarel paOoThl MareMaTHYeCKM OOOCHOBBIBAIOT BO3MOXHOCTH IIPUMEHEHHS METOJa KOMIIapaTOpHON
uieHTU(HUKALMY TIPU MOZISTMPOBAaHUY UHTEIUICKTa YEJIOBEKa.

KawueBbie cioBa: TEOpHUs UHTCIJUICKTA, anre6pa KOHCYHBIX IIPEIUKATOB, KOMIIapaTOpHas I/IL[eHTI/I(i)I/IKaLII/IH.

43



