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HIERARCHICAL REPRESENTATION OF CAUSAL RELATIONSHIPS
TO DETAIL EXPLANATIONS IN INTELLIGENT SYSTEMS

Abstract. The subject of research in the article is the processes of constructing explanations in intelligent systems
based on the use of causal dependencies. The aim is to develop a hierarchical representation of causal relationships
between the actions of an intelligent system to form an explanation of the process of the system's operation with a given
degree of generalization or detailing. Representation of the hierarchy of cause-and-effect relationships allows you to form
an explanation at a given level of detail using the input data in the form of a temporally ordered sequence of events
reflecting the known actions of an intelligent system. Tasks: structuring the hierarchy of cause-and-effect relationships
for known variants of the decision-making process in an intelligent information system, considering the temporal ordering
of the corresponding actions; development of a model of a multi-level representation of causal dependencies for
description for explanations in an intelligent system. The approaches used are: counterfactual analysis of causality, used
to describe alternative dependencies for possible decision-making options; linear temporal logic to reflect the temporal
aspect of causation. The following results were obtained. A generalized hierarchy of cause-and-effect relationships is
highlighted for the known variants of the process of obtaining recommendations in an intelligent information system based
on the temporal ordering of the corresponding decision-making actions. A model of hierarchical representation of causal
dependencies has been developed to describe explanations in an intellectual system with a given degree of detail.
Conclusions. The scientific novelty of the results obtained is as follows. A model of hierarchical representation of time-
ordered causal relationships is proposed to describe the explanations of the operation of an intelligent system with a given
degree of detail. At the top level of the hierarchy, the model defines a generalized causal relationship between the event
of using the input data and the event of the result of the system's operation. This connection describes the current task that
the intelligent information system solves. At the lower level, cause-and-effect relationships are set between events
sequential in time, between which there are no other events. At intermediate levels of the hierarchical representation, the
causal dependencies of pairs of events are determined, between which there are other events. The developed model creates
conditions for constructing explanations with a given degree of detailing of the actions of the decision-making process in
an intelligent system. The model also provides the ability to describe early and late anticipation of alternative sequences
of the decision-making process by describing causal dependencies for events between which there are other events.

Keywords: intellectual system, explanation, counterfactual analysis, causality, causation, temporal logic.

Introduction

The effectiveness of practical application of
solutions that form intelligent systems is determined by
the confidence of users in the results. The analysis of the
mechanisms of perception of such results presented in [1]
reflected the importance of developing explanations for
the decision-making process, as modern intelligent
systems have the form of a black box for the user [2]. The
use of explanations provides greater trust of users, as well
as the successful application of the recommendations [3].

To date, there are two alternative approaches to
constructing explanations. The first involves the
integration of the mechanism of explanations directly in
the design of intelligent information system [1]. In this
case, the principle of the white box is implemented, i.e.
the process of obtaining a solution is interpreted directly
within the intelligent system. The disadvantage of this
approach is that the system must be designed with
explanatory possibilities.

An alternative black box approach assumes that
explanations are constructed on the basis of external
causal relationships. Such dependencies are formed on
the basis of known sequences of events that reflect the
process of the intelligent system. Events are considered
information about the actions performed by the
intelligent system, user actions, and so on. The second
approach is more flexible because it can be used to
construct explanations for existing intelligent systems.
For example, this approach provides complementary

explanations to existing recommendation systems [4].
This indicates the relevance of the formalization of causal
relationships to build explanations for the process of the
intelligent system.

Existing approaches to constructing cause-and-
effect relationships for constructing explanations are
based primarily on work on counterfactual analysis [5-7].
This approach considers causality for the realized
sequence of events in comparison with potentially
possible but not realized sequences.

The counterfactual approach to the definition of
causality is characterized by temporal asymmetry [4],
which makes it possible to consider the temporal aspect
and use the operators of temporal modal logic to formally
describe the determined causal relationships [8]. Such
dependencies play the role of constraints in the decision-
making process. That is, they must be performed for all
possible options for obtaining recommendations in the
intelligent system [9].

In [10] it was shown that the causal relationship
between events according to the counterfactual approach
should consider the context of the decision-making
process. This means that dependencies can be established
with different levels of detail. This possibility of
describing cause-and-effect relationships provides the
creation of multilevel explanations, with details
depending on the needs of the user [11].

However, existing approaches to the construction of
the representation of causal relationships do not pay
enough attention to the multilevel description of such
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dependencies. Therefore, building a hierarchy of causal
relationships considering the temporal aspect is an
important task, the solution of which makes it possible to
adapt the explanation to the current requirements of the
user.

The aim of the article is to develop a hierarchical
representation of causal relationships between the actions
of the intelligent system to form an explanation of the
description of the process of the system with a given
degree of generalization or detail.

Representation of the hierarchy of causation makes
it possible to form an explanation at a given level of detail
using input data in the form of a temporally ordered
sequence of events that reflect the known actions of the
intelligent system.

To achieve this goal the following tasks are solved:

— structuring the hierarchy of causal relationships
for known variants of the decision-making process in an
intelligent information system, considering the temporal
ordering of relevant actions;

—development of a model of multilevel
representation of causal dependences for description for
explanations in the intelligent system.

Structuring of the hierarchy
of causal dependencies

Counterfactual analysis of causal relationships
requires the identification of actual events, as well as
alternative events that cannot occur in this
implementation of the decision-making process in the
intelligent system. Since the decision-making process
can be performed repeatedly, for each current
implementation, alternative sequences of actions are such
that "cannot occur"” [7, 12, 13].

In fact, for each sequence of actions D; :{di'j}

there is an alternative sequence Dy,i =k, which was

implemented in the intelligent system. Therefore, when
constructing causal relationships, it is necessary to

consider all known options D ={D;} for the decision-

making process. These sequences may contain different
(or identical) causal relationships. Dependencies that are
performed in all decision-making processes, form the
basic sequence of actions common to all options for
solving the problem in the intelligent system. Different
dependencies form alternative sequences of actions. That
is, on the set of sequences of actions D there are
common fragments that form the "skeleton" of the
decision-making process. There are also different
sequences of actions that form a variable part of the
decision-making process.

— causal relationships that define explanations for
typical sequences of actions for all variants of the
decision-making process;

— dependencies that determine the differences
between the options of the decision-making process.

The set of these dependencies forms a hierarchy,
which makes it possible to gradually identify differences
in the overall scheme of the decision-making process in
the intelligent system. The most common causal
relationship is the causal relationship between the first

and last actions of the decision-making process. If the
system solves different variants of the same problem,
then the first and last action are similar or the same. For
example, the first step is to process the input data, and the
last is to present the solution to the user.

The most detailed causal relationships link actions
di,j and d; ., between which there are no other
actions. That is, a detailed explanation of the decision-
making process in the intelligent system can be formed

on the basis of pairs of actions (d; j,d; j.; ), between

which there is a causal connection. Such dependencies
may differ for different implementation options of the
decision-making process. For example, in the
recommendation subsystem of the e-commerce system,
additional steps can be taken when building
recommendations if the user has installed filters on items
of interest.

Intermediate levels of the description of causal
dependencies can connect mainly sequences of actions
between which other actions are carried out. In this first
case, the key actions that are essential for constructing an
explanation are highlighted. A causal link is established
between these actions, which implicitly takes into
account the intermediate causal links between the
intermediate actions of the decision-making process.

Additionally, sequences can be used (di,j,di’jﬂ) .

The hierarchy of causal dependencies, reflecting
their presented details, is presented in the table. In
general, this hierarchy contains causal dependencies,
which are restrictions on the allowable sequence of
actions for variants of the decision-making process, as
well as dependencies that are performed for a subset of
variants of this process.

Probabilistic model of causation for
counterfactual explanations
in intelligent systems

A counterfactual approach to the description of
causality involves the selection of both the current causal
relationship and alternatives to such relationships. Each
current implementation of causal dependencies is
reflected in the facts of the occurrence of individual pairs
of events or sequences of such events that correspond to
the actions of the decision-making process in the
intelligent system [14].

That is, the description of the determined causal
relationship within the counterfactual approach is given
for the set E of all known sequences of events E; that

occurred during the formation of the solution in the
intelligent system:
eilo,ei‘l,...,ei’j ,ei’jﬂ,...,ei,‘Ei‘ .

. : 1)
W(V|Vj)t|’1 <ti,j+l

where ¢ ; — events that reflect the decision-making

process in the intelligent system; each event has
properties that reflect the state of the elements of such a
system; t; ; —the time of occurrence of the event ¢; ; .
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Table 1 — Hierarchy of causal dependencies

Actions

Level

Properties

Relationship between the first and last action
of the decision-making process (for example,
between the processing of input data and the
presentation of the result to the user)

The top level of the hierarchy,
without detailing the decision-
making process

Limits the class of tasks that the
intelligent system solves

Relationship ~ between  actions  with
intermediate actions (i.e. minor actions are
skipped) making process

Intermediate levels, highlighting
the key steps of the decision-

Specifies a causal relationship that
displays the result of a sequence of
intermediate actions

The relationship between actions between | Lower

which there are no other actions

Specifies a clear causal link between all
actions of the decision-making process

The sequence E; of events g; ; has the following

properties:
—the order of events g; ; in time is determined by

timestamps t; ;;

— the initial event of the sequence E; reflects the
execution of the operation or procedure of data entry for
decision-making in the intelligent system;

— the final event ei"Ei‘ reflects the fact of displaying

the resulting decision of the intelligent system;

—event information is available directly when the
user interacts with the intelligent system;

—event information can be obtained from logs or
intelligent system databases.

Examples of such sequences are knowledge-
intensive business process logs, records of user
interaction with the referral system, and more.

Then deterministic causal relationships cﬁ”lz
between events e; ; and e; ; arise if, after the first event
in any sequence E;, asecond event always occurs due to
nintermediate events. If the first event e; ; is absent in

at least one sequence, then the second event never occurs
in this sequence.
According to (1), each event ¢ ; has a timestamp

t ;. This property makes it possible to display a
deterministic causal relationship c%”@ using the modal
temporal logic operators X (NeXt) and F (Future) as
follows:

Cg?lz = fi,j Xfi,k’ (2)

where f; ;, fj . — facts of occurrence of events ¢; ; and

N
accordingly €\ ; n —the number of facts of occurrence
of intermediate events between events ¢ ; and &y .

Every fact f; ; of occurrence of an event ¢ ; is

true if the time of occurrence of this event is known t; ; :

fi,j =true, IffE“EU :ti,j #0. (4)

The availability of information about the time of
occurrence of events confirms the facts of their
implementation.

Therefore, the use of this information is a necessary
condition for determining the causal relationships
according to the factual approach.

In expressions (2) and (3) logical variables of the
facts f; j, fj . of occurrence of events are used as events
g,j and e are described by set of values of their
properties directly. Each property of an event has a finite
set of values. All possible property values can be
obtained from logs or from the database of the intelligent
system.

The number n of intermediate event facts for
expression (2) is 0, because the temporal operator
“NeXt” specifies a pair of consecutive facts.

That is, the event ¢; , occurs immediately after the

ei’j event.

The maximum number of facts of intermediate
events when using the operator "Future™ is determined by
the length of the minimum sequence of events E; . This

limitation is due to the fact that the determined causal
relationship must be performed on all sequences E; .

That is, the number of facts of intermediate events should
be the same for everyone E; .

Combining expressions (2) and (3) makes it
possible to determine the existence of a causal
relationship between events ¢; ; and e so:

(vi)3c :3( i g fig)n=k=j-1. ()

Deterministic dependence (5) has the following
properties:

— performed on all sequences of events E; ;

—the number of facts of intermediate events
between f; ;, fj  is the same for all sequences E; .

The latter characteristic is an additional limitation
for the traditional counterfactual definition of causality
[5]. However, it makes it possible to consider the choice
of alternatives in the decision-making process, as well as
cycles of actions to build such a decision. In particular,
when choosing an alternative in the “If-Then” construct,
the same events may occur sequentially, but the number
of intermediate events will differ. This situation occurs

after the event ¢ ; when choosing one of the
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alternatives, ancillary actions are performed that do not
affect the final event &; .

The causal relationship (5) between pairs of events
makes it possible to determine the causal relationship of
the species “The sequence of actions of the intelligent
system -> resulting recommendation”. The sequence of
actions is displayed by a sequence of events E;.

Selecting a subset of the main events from this sequence
makes it possible to describe causal dependencies with
different degrees of detail by combining temporal
operators X and F for temporal dependences (2) and (3).
That is, the decision-making process can be represented
as a hierarchy of subprocesses. Each of these
subprocesses contains a subset of events at a given level
of generalization.

The top-level dependence c(()+f)in describes the

causal relationship between the input data and the result
obtained. Let the initial event e; o reflects the execution

of the procedure of data entry into the intelligent system,
and the latter & g, — the output of the system. Then the

dependence ¢t looks like:

0, fin
C(()T?in (Vi) £ oFfi fin- (6)

where f; o, fi fin. —the facts of the initial and final event
of the sequence E; ; the “+” index specifies any number

of intermediate facts f; ;, as each sequence can have a

NE
different number of events.

For example, for a recommendation system in an e-
commerce system, the top-level dependency that
explains the recommendation may look like “For items
with user-defined properties, the most popular products
are < Product List >”. For example, for a
recommendation system in an e-commerce system, the
top-level dependency that explains the recommendation
may look like “For items with user-defined properties,
the most popular products are <Product List>".

The causal relationship (6) describes all possible
alternative sequences of the intelligent system, which
lead to similar recommendations. Therefore, such
dependence should be considered as a global constraint
that specifies a typical subset of input parameters and the
corresponding recommendation. For the above example
of causal dependence in the e-commerce system, the user
can select products of a certain category with a given set
of properties (brand, price, etc.). The result is also
products with a certain set of properties (in this example
- the most popular products).

Then the causal relationship (6) will be executed
only for the initial and final events of the given subsets
Eo and E¢,, accordingly:

Eo ={i0} Efin = {&,fin} : (Vi) 3E; € E.

Dependence c(()+f)in is a constraint, i. e. it must be

satisfied for all sequences from the set E :

(VE; € E)3c{ D, ™

According to (7), the causal relationship (6) is
determined only for a finite set of sequences E . Each
sequence in this set uses similar input and solves the same
problem. This approach makes it possible to generalize
the actual sequence of events and construct causal

relationships cgnlz. That is, we obtain deterministic

dependences for all known options for forming a solution
to a specific problem in an intelligent system. At the
upper level of generalization, all these processes are one

dependence ct) Dependencies are used at more

0, fin"
detailed levels c§+k) CE“IZ , cg?lz _

Dependency c%”@ actually sets implicit links

between events that reflect identical sequences of actions
for alternatives to the decision-making process:

S =?02f‘k’- ®)

Dependence c(-olz used at the level of maximum

I
detail of the description of causal relationships, as it
determines the explicit causal relationship for a pair of
events that have occurred consistently in time:

0 0 0
cgnlz =c§,}+1/\cg+)1’j+2/\.../\cﬁ_)lyk. 9)

Accordingly, the upper level dependence can be

represented as a sequence of detailed causal
relationships:
0 0 0
C(()Tf)in = Cl(,Z) Acg,e), /\"'/\C(firzfl, fin" (10)

Thus, the model of the hierarchy of causal
relationships contains causal relationshipscgnlz with

varying degrees of detail in the decision-making process:

.k
M = [
j =0, max(|E;|)-Lk =1, max(|E;]),

¢ n= +,0,l,...,min(|Ei|)—1 ,
i . (11)

Relationship between dependencies cgnlz is given

by expressions (8)-(10).

An important feature of this model is that it allows
you to describe the early and late advance of events [4].
The essence of anticipation is to interrupt the main
implementation of the decision-making process
depending on the occurrence of events in the alternative
implementation. Or an alternative implementation
depending on the events in the main process. The
description of the advance of events is carried out using
the middle level of the hierarchy. To do this,

dependencies cgnlz are set for different alternatives,

which in one case contain the main event, and in
another — the overlapping event.
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Conclusions

A generalized hierarchy of causal relationships for
known variants of the process of obtaining
recommendations in the intelligent information system
based on the temporal ordering of relevant decision-
making actions is highlighted.

At the top level of this hierarchy is determined by
the class of tasks that solve the intelligent information
system. At the lower level, the causal relationships
between the elementary actions of the decision-making
process in such a system are set.

A model of multilevel representation of time-
ordered causal dependences is proposed to describe
explanations of the operation of an intelligent system
with a given degree of detail. The model considers the
relationships between events that reflect the actions of the
intelligent system. At the top level of the hierarchy, the

model defines a generalized causal relationship between
the event of the use of input data and the event of
obtaining the result of the system. Top-level causal
communication is a constraint that determines the task
that an intelligent information system solves. The lower
level describes the causal relationships between
successive events over time, between which there are no
other events. At intermediate levels of the hierarchical
representation, causal relationships are determined for
pairs of events, among which there are other events.

The developed model provides conditions for
construction of explanations with the set degree of
detailing of actions of process of decision-making in
intelligent system.

The model also provides the ability to describe
early and late anticipation for alternative sequences of the
decision-making process by describing causal
relationships for events that include other events.
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Iepapxiuna Moaenb kKay3aabHUX 3B'A3KIB
JJIA leTaJlizanii NosCHEeHb B iHTeIeKTyaIbHHX CHCTeMAaX

C. ®@. Yanuii, B. A. JlemuHcbkuii

AnoTtanis. [IpexmeTroM BUBYCHHS B CTATTIi € MpouecH MOOYAOBH MOSICHEHb B IHTENEKTYyalIbHUX CHCTEMAaX Ha OCHOBI
BHKOPHCTAHHS Kay3albHHUX 3aJeKHOCTE. MeTol0 € po3poOKa iepapXidyHOTo MpeACTaBICHHS Kay3albHHUX 3B'A3KiB MK JisIMH
IHTENEeKTyalIbHOT CHCTEMH JUId (HOPMYBAaHHS IMOSCHEHHS IOJIO ONMHUCY IIPOLlecy poOOTH CHCTEMH i3 3aJaHUM CTYIEHEM
y3aranpHeHHs abo neramizauii. [IpencraBieHHs iepapXii NPUYMHHO-HACIIOKOBUX 3B'A3KIB /a€ MOXIHUBICTH CPOpPMYyBATH
MOSICHEHHSI Ha 3aJaHOMY PiBHI JeTaiizamii 3 BUKOPHUCTaHHSAM BXIiAHMUX NaHUX y BHUIVIAJI TEMIIOPAJIbHO YIIOPSIKOBAHOI
MIOCIIAOBHOCTI MOJIH, IO BinoOpaXkaroTh BifoMi Iii iHTeNEKTyanbHOI cCHCTeMH. 3aBAAHHS: CTPYKTypH3alis iepapxii
MIPUYUHHO-HACTIAKOBAX 3aJIe)KHOCTEH JUIS BIIOMHX BapiaHTIB IpoIleCy NPHUIHATTSA pIilIeHHs B IHTEIEKTyaJlbHIH
iHpopMamiifHi# cHUcTeMi 3 ypaxyBaHHSM TEMIIOPAIBHOI YIOPSAJKOBAaHOCTI BIANMOBIAHMX Hiif; po3poOka Mozmeni
0araTopiBHEBOTO IPEJICTABICHHS Kay3aJbHHX 3aJeXHOCTEH I ONMHUCY Uil MHOSCHEHb B IHTENEKTYalbHIH CHCTEMI.
BukopucTtoByBaHMMH MNiAX0AaMHU €: KOHTP(QAKTUYHHHA aHai3 Kay3aJbHOCTI, SKHH 3aCTOCOBYETbCA ISl OIUCY
aJbTEPHATHBHUX 3AJIECKHOCTEH A1 MOXKIMBUX BapiaHTIB mpoliecy NPUNHHATTSA pillieHHS; JiHiIiHAa TeMIIOpaJbHA JIOTiKa, sSKa
A€ MOJKJIMBICTH BigOOpa3suUTH TEMIOPAJIbHUN acmekT Kay3aidbHocTi. OTpuMmaHi HacTynHi pe3yabTaTH. Bunineno
y3arajipHEHY i€papxilo MIPUYMHHO-HACTIAKOBHUX 3aJIKHOCTEN JUIsl BIJOMHUX BapiaHTiB Mpolecy OTPUMaHHSI PEKOMEHIALIN B
IHTeJIeKTyabHii iHQOpMaNiliHIA CcHCTEMi Ha OCHOBI TEMIIOPANBHOI YIOPSIKOBAHOCTI BIANOBITHHMX MAiH 3 TPUHHATTI
pimenHs. Po3po6iieHO Mojnenab 0araTopiBHEBOTO MPEICTABICHHS Kay3aJlbHHX 3allC)KHOCTEH I OMHCY JUIsS IO SCHCHb B
IHTeJIeKTyaJbHIH cHcTeMI i3 3aJaHUM CTyNeHeM aertanizanii. BucHoBknu. HaykoBa HOBH3HA OTpUMaHMX Pe3yiIbTATIB IIOJIATAE
B HACTYNHOMY. 3alpONOHOBAaHO MOJENb 1€papXiYHOTO NPEICTAaBICHHS YHOPSAKOBAHUX Yy Yaci HNPUYMHHO -HACHiIKOBUX
3aJIeKHOCTEH ANl ONMUCY NOSCHEHb HION0 POOOTH I1HTENEKTyalbHOI CHUCTEMH 13 3aJaHUM CTymeHeMm pAeTamizamii. Ha
BEpXHBOMY PiBHI iepapxii Mozenp BU3HAYAE y3araJbHEHUI Kay3adbHUH 3B'SI30K MK MMOAI€I0 BUKOPUCTAHHS BXIIHUX JaHHUX
Ta MOJIi€10 OTPUMAaHHS Pe3yJIbTaTy poOOTH cucTeMu. JlaHuii 3B'130K BU3HAYA€E IO TOUHY 3a/1ady, Ky BUPIIIye iHTEIEKTyalbHa
iHpopmamniiina cuctema. Ha HIDKHBOMY PiBHI 3aaf0ThCS MPHYUHHO-HACTIAKOBI 3ale)KHOCTI MK HOCIHiIJOBHHUMH B 4Yaci
MOMISIMU, MIX SIKUMH He iCHYIOTH iHIIi moaii. Ha mpoMi>kHEX piBHSX i€papXidyHOTO NpeACTaBICHHS BU3HAYAIOTHCS Kay3aJbH i
3aJIe)KHOCTI ISl Tap MOAIH, MK SKHUMH € iHmi moxii. Po3poGnena Moxens cTBOproe yMOBH JUIsl OOYJOBH IOSICHEHb i3
3aJlaHUM CTYIICHEeM JeTani3auii Aiif nmpouecy NpUHHATTS PilleHHS B IHTEIEKTyaslbHiH cucTemi. Takox Monens 3abe3nedye
MOJKJIMBICTh ONHUCY PAaHHBOTO Ta IMi3HHOTO BHUIIEPEDKEHHS JUIS AIbTEPHATUBHHUX ITOCIITOBHOCTEH BHKOHAHHS IIPOLECY
MPUAHATTS PilIEHHS NUIIXOM OMHUCY Kay3aJbHUX 3aJIC)KHOCTEH AJIs MOMii, MK IKUMH € 1HII TOJii.

Kno4oBi ciaoBa: iHTeldekTyalpHa cHCTeMa, IOSCHEHHS; KOHTP(GAKTUYHUI aHali3,; Kay3aJbHICTh, HPUYMHHO-
HACJIIIKOBUI1 3B'130K; TEMIOpaJbHa JIOTIKa.

Hepapxuyeckasi MoJeb Kay3albHbIX CBf3ei
A5 1eTAJU3alHH MOSICHEHHI B MHTeJIIeKTYaJbHBIX CHCTeMaX

C. @. Yansnii, B. A. JlemuHckuin

AnHoranus. IIpenmMerom wuccieqoBaHMS B CTaTbe SBISIOTCS TPOIECCHl TMOCTPOCHHUS OOBSICHEHUiH B
MHTEJUICKTYallbHBIX CHUCTeMaxX Ha 0a3e HCIOJBb30BaHUS Kay3albHbIX 3aBucumocteil. Ileablo sBiserca paszpaboTka
HepapXU4ecKOro MpeICTaBICHUS Kay3albHBIX CBA3eH MEXIY NeHCTBUAMU MHTEUIEKTYaIbHON CUCTEMBI I (POPMHUPOBAHUS
00BsICHEHHUS Ipoliecca PaboThl CUCTEMBI C 3aJJaHHOH CTeNneHblo 00001menHns uiy aeranusauuu. [IpencTaBieHue uepapxuu
MPUYUHHO-CIICACTBEHHBIX CBs3eil mo3BoisieT cdopMupoBaTh OOBSICHEHHWE Ha 3aJaHHOM YpPOBHE JeTajlM3alHd C
UCTIOJIB30BAHUEM BXOJHBIX JAQHHBIX B BHJE TEMIIOPAJBHO YIOPSALOUYECHHOH MOCIENOBATEIBHOCTH COOBITHI, OTpaXaIOMNX
W3BECTHBIC [CHCTBHS WHTEIUICKTYalbHOHl CHCTEMBbl. 3agaHMsl: CTPYKTYypH3alMs HEPapXUU HPHYMHHO-CIEICTBEHHBIX
3aBHCHMOCTEH /U M3BECTHBIX BapUAHTOB MpOIecca MPUHATHS PEIICHHs B HHTEIUICKTYalbHONH HHGOPMAMOHHON cucTeMe
C YYEeTOM TEMIOpPANbHON YMOPAZOYEHHOCTH COOTBETCTBYIOIIMX JeiCTBHUii; pa3paboTka MOJENIH MHOI'OYPOBHEBOTO
MPeJICTaBICHNs Kay3aJbHbIX 3aBUCUMOCTEH JUIsl ONTMCAHMs AJIS MOSICHEHNWH B MHTEIUIEKTYaJIbHOM cucTeMe. Mcnons3yeMbIiMu
TMOAXO0AAMH SIBIAIOTCSA: KOHTP(QAKTUUECKUH aHalnM3 Kay3aJbHOCTH, NPHMEHSIEMBIH Ui ONHCaHHWs aJbTePHATHBHBIX
3aBHCHMOCTEH JJIs1 BO3MOXHBIX BapDHAHTOB NPUHSITHS PEIICHUS; IMHEeHHAs TeMIIOpaibHas JIOTHKA, TI03BOJISIONIAst OTPa3UTh
TEMIIOpaJIbHBIN acleKT Kay3anbHOCTHU. [lomydeHsl cieayomne pe3yJbTaThl. Boienena 0600meHHas nepapxus MpHIUHHO-
CJICACTBCHHBIX 3aBHUCUMOCTEMN JUIA HU3BECTHBIX BApPUAHTOB IIpoLEccCa IMOJYyUYCHUSA peKOMeH}laLIl/Iﬁ B HHTeJ’[J’IeKTyaJ’leOf/i
HHGOPMAIIMOHHON CHUCTEME Ha OCHOBE TEMIIOPAIBHON YMOPSJIOYCHHOCTH COOTBETCTBYIOLIMX MCHCTBHH MO HPUHATHIO
pemenusi. Pazpaborana MoJienb HEPapXUUECKOr0O MPEACTaBICHHS Kay3albHBIX 3aBUCUMOCTEH /I ONHMCaHUs OOBsICHEHHH B
MHTEJUICKTYalbHOH CHCTeMe ¢ 3a/laHHOM CTENeHbI0 JeTann3anui. BeiBoabl. HaydHas HOBH3HA MOJYYEHHBIX PE3yJIbTaTOB
COCTOUT B ciedytomeM. IIpeiokeHa MOIeab HepapXUuecKOro MpeICTaBICHUs YIOPAIOYEHHBIX 110 BPEMEHU MPHYHHHO-
CJICACTBCHHBIX 3aBUCUMOCTEH JUIs1 OIMHCAaHUA 00BsICHEHUH paGOTbI HHTCJ’IJ’[CKTyaJ’leOﬁ CHUCTEMBI C 3a11a1-n-lof/'1 CTCIICHBIO
aeranu3anuu. Ha BepxHeM ypoBHE HepapXHHM MOJENb OnpeneseT 00OOLICHHYI0 Kay3albHYIO CBSI3b MEXIy COOBITHEM
HCITIOJIB30BaHU BXOIHBIX JAaHHBIX U COGI)ITI/IBM pe3yiabTara paGOTbl CHCTEMBI. ﬂaHHaﬂ CBsI3b OIMUCHIBACT TEKYLIYIO 3aJa4Ky,
KOTOPYIO peIIacT UHTCIIJICKTYaJIbHasA HH(bOpMaL[I/IOHHaﬂ cucreMa. Ha HumkHem YpOBHE 3a1at0TCA NMPUIUHHO -CJIEACTBEHHBIC
3aBHCHMOCTH MEXAY MOCIEI0BATEIbHBIMH BO BPEMEHH COOBITHSMH, MKy KOTOPBIMH HE CYIIECTBYIOT JPYrue COOBITHS.
Ha npoMexyTOYHBIX YpPOBHSIX HEPApXMYECKOrO MPEJCTABICHHS ONPEACNAIOTCS Kay3albHble 3aBHCHMOCTH IMap COOBITHH,
MEXKAY KOTOPBIMH €CTh Apyrue coObITrs. PaspaboTaHHas MOJENIb CO3/1aeT YCIOBHS AJIsL TOCTPOCHHS MOSCHEHHH C 3aaHHO
CTENEeHbI0 JeTANN3alMU JCHCTBUI Ipolecca NPHUHATHS pELICHHS B HWHTEIUIEKTYalbHOW cucTeMe. Takke MoJelb
O6eCl’le'—[I/lBaeT BO3MOXXHOCTb OIIMCAaHUA PAHHETO U TIO3JHET0 ONEPEKCHUA aJTbTCPHATUBHBIX HOCHC}IOBaTCHbHOCTCﬁ
BBIITOJIHEHUS NIpoLEcCa NMPUHATHSA PCIICHU MMYTEM ONMCAaHUA Kay3aJlbHbIX 3aBHUCHUMOCTEMN JIIA CO6bITHﬁ, MEXAY KOTOPBIMH
€CTh OpYrue COOBITUS.

KawoueBsie cioBa: MHTCIJICKTYyalbHAasl CUCTEMA, O6T>$[CH€HI/IC; KOHTp(i)aKTI/I‘{eCKI/Iﬁ aHaIu3; Kay3aJbHOCTh, IPUYUHHO-
CJIICACTBCHHAsA CBA3b; TEMIOPAIbHAS JOTHUKA.

108



