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IMPROVEMENT OF SVD ALGORITHM TO INCREASE THE EFFICIENCY
OF RECOMMENDATION SYSTEMS

Abstract. Many existing websites use recommendation systems for their users. They generate various offers for them,
for example, similar products or recommend the people registered on this site with similar interests. Such referral
mechanisms process vast amounts of information to identify potential user preferences. Recommendation systems are
programs that try to determine what users want to find, what might interest them, and recommend it to them. These
mechanisms have improved the interaction between the user and the site. Instead of static information, they provide
dynamic information that changes: recommendations are generated separately for each user, based on his previous activity
on this web resource. Information from other visitors may also be taken into account. The methods of collecting
information provided by the Internet have greatly simplified the use of human thought through collaborative filtering. But,
on the other hand, the large amount of information complicates the implementation of this possibility. For example, the
behavior of some people is quite clearly amenable to modeling, while others behave completely unpredictably. And it is
the latter that affect the shift of the results of the recommendation system and reduce its effectiveness. An analysis of
Internet resources has shown that most of the recommendation systems do not provide recommendations to users, and the
part that does, for example, offers products to the user, selects recommendations manually. Therefore, the task of
developing methods for automated generation of recommendations for a limited set of input data is quite relevant. The
problems of data sparseness, new user problem, scalability of the widely used SVD algorithm for the development of such
recommendation systems are proposed to be eliminated by improving this algorithm by the method of the nearest k-
neighbors. This method will allow you to easily segment and cluster system data, which will save system resources.

Keywords: recommendation system; SVD algorithm; k-nearest neighbors’ method; data sparseness; scalability;

clustering.

Introduction

The problem of choice has always existed. Today
is no exception. However, nowadays this problem is
especially acute, because in many cases the wrong
choice leads to a loss of profit. To solve this problem,
recommendation systems have been created [1]. By
analyzing the similarities of users and their ratings, the
recommendation system can offer similar objects
(books, music, videos, etc.).

However, recommendation systems have a number
of disadvantages, in particular:

- sparse data - recommendation systems operate
with a huge amount of data, and most users do not
participate in the evaluation of objects and, accordingly,
do not evaluate them;

- the problem of a new user - with the advent of
new users or objects of evaluation there is a problem of
similarity due to lack of information. Yes, new users
can't get feedback until they rate certain items
themselves;

- scalability - the next problem is related to the
growing number of users in the system.

There are algorithms that lack some of the above
disadvantages, but the quality of the recommendations
of such algorithms is quite low. To address these and
other shortcomings of recommendation systems, it is
proposed to use the SVD algorithm. It is simple,
incredibly flexible and, importantly, shows good
quality recommendations.

Statement of task

The general principle of operation of
recommendation systems is presented in Fig. 1. Methods
of collecting information by recommendation systems

are divided into two types: explicit data collection and
implicit. When explicitly collecting data, the user
provides all the necessary information for further
processing. This can include both standard personal data
and evaluative judgments of content from various fields.
If a visitor refuses to provide information about himself,
the following method becomes relevant - implicit data
collection. There is a kind of tracking of a person,
during which the user's actions are recorded by a special
program that constantly collects the necessary
information for further analysis and application [2].
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Fig. 1. The principle of operation of recommendation systems

To solve the problem with a new user and a high
sparse matrix, it is recommended to use a regulator.
Regularization solves the problem of retraining. That is,
when the new model works well with test sample data,
but behaves unexpectedly with data samples that did not
participate in the training.

To solve the problem of scalability, it is proposed to
use the method of nearest k-neighbors. This method
allows us to easily segment and cluster system data. This
saves resources, because the system will use only the data
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of those users who are with it in the same cluster. An
analysis of Internet resources revealed that most of them
don't provide recommendations to users. The part of the
resources that make this, for example, offers the user
products, goods, etc., selects recommendations manually,
the process is not automated [3]. Therefore, the task of
developing methods and software to create
recommendations interesting materials for user based on
a limited set of input data is actual.

Research result
Suppose we have a matrix R, that consists of
ratings r (in our case, the number of ratings) that users i
have assigned to products a. It turns out a matrix
R=(r,)""™, in which the ratings known to us are

written down. As a rule, one user will not be able to
appreciate a significant proportion of products. Therefore,
it is unlikely that there will be many products that are
ready to appreciate by a significant part of users [4]. This
means that the matrix R is very sparse. We apply to it
the so-called singular decomposition in the form:

R=UDVT, (1)

where the matrix U and V - orthogonal, and D —
diagonal. R — large size matrix N x M, but of small
rank f , that is, it can be decomposed into the product

of the matrix Nxf and matrix f xM, thereby
drastically reducing the number of parameters from
NxM to (N+M)x f. The main property of the

SVD method is that it gives the optimal approximation
if in the matrix D just leave the straight f the first

diagonal elements, and the rest to put equal 0, that is

R=UDV'=
oo 0 .. 0
0 0 o, .. 0
oy 2o LTV O VAR )
0 .. oy
0 0 .. o

In the diagonal matrix D elements are sorted by
the size: oy 20, >2...2 0y, to zeroed the last elements,

it means to zeroed the smallest elements. And f is

selected based on the size of the singular values of the
matrix, the same diagonal elements of the matrix D . It
is desirable to discard as many elements as possible. In
the case of recommendation systems, it turns out that we
represent each user with the vector of f factors U;,

and each product is a vector with f factors V;. Next,

to predict the users i rating of the product j, we take
their scalar product. We have a task: according to the
known evaluations of known products to predict how
well each product will be appreciated by the new user.
Introduce the so-called basic predictors b,
which consist of basic predictors of individual users b;
i and individual products b,, as well as just the overall
component of the average rating on the base 1 :

bi,a:,u"‘bi +bav (3)

where u — of the average rating on the base; b; — basic
predictors of individual users; b, the average rating of

each product a.
To determine only the basic predictors, you need
to find the following 4, b; and b,, for which b; , the

best approximate the available ratings. After obtaining
the basic predictors, the residues will be comparable
with each other and based on them obtained reasonable
values for the factors:

Fia:,u"'bi"'ba"'vlui7 4
where v, — vector of factors representing the product a;

u; — vector of factors representing the user i .

Now we can return to the original problem and
formulate it precisely: we need to find predictors that
minimize the next function:

L(/,l, bi ’ bavva:ui) =Z(i,a)eD (ria - fia)2 - min . (5)

Function L(w,b;,b,,v,,u;) can be minimized
based on the gradient descent method [5]. However,
over time it will be very costly, because we do not know
the location of the vectors we need, and we still need to
minimize the error.

In order to reduce the runtime of the SVD
algorithm and minimize the magnitude of the error, we
use the k-nearest neighbor (KNN) algorithm for large
amounts of data. This will allow us to use it with a very
sparse matrix and with large amounts of data, as well as
save resources, because the system will use the data
only of those users who are with the current user in the
same group. We briefly describe the essence of this
method.

Method KNN — is one of the simplest methods of
classification. Due to its simplicity and scalability, it is
extremely effective for classification. The task of
classification in machine learning means the task of
assigning an object to one of the predefined classes on
the basis of its formalized features. Each of the objects
in this problem is represented as a vector in N -
measuring space, each dimension of which is a
description of one of the features of the object [6].

To classify each of the objects of the test sample,
we must perform the following operations:

¢ calculate the distance to each of the objects of
the training sample;

e select k objects of the training sample, the
distance to which is minimal;

o the class of the object to be classified, — s the
class that most often occurs among k the nearest
neighbors.

So there is a set of objects for each of which a
class is specified.

Now we need to divide this set into two parts: the
training sample and the test sample. This breakdown
describes the code shown in Listing 1.

Not only the Euclidean distance can be used to
determine the distance between objects. Manhattan
distance, cosine measure, Pearson's correlation criterion
and others are also widely used.
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def splitTrainTest (data, testPercentage):
trainDataArray = []
testDataArray = []
for row in data:
if random.random() < testPercentage:
testDataArray.append(row)
else:
trainDataArray.append(row)
return trainDataArray, testDataArray

Listing 1

Now, having a training sample, you can implement
the classification algorithm (Listing 2).

def classifyKNN (trainDataArray, testDataArray,
k, amountOfClasses):
def dist (a, b):

return math.sqrt((a[@] - b[e@])**2 +
(a[1] - b[1])**2)
testLabels = []
for testPoint in testDataArray:
testDistance = [ [dist(testPoint,

trainDataArray[i][@]), trainDataArray[i][1]] for i
in range(len(trainDataArray))]

stat = [0 for i in
range(amountOfClasses)]

for d in sorted(testDistance)[0:k]:

stat[d[1]] += 1

testLabels.append( sorted(zip(stat,

range(amountOfClasses)), reverse=True)[0][1] )
return testLabels

Listing 2

In the Fig. 2 an example of the operation of the
classification algorithm for 40 elements when k =3.
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Fig. 2. The work of the kNN classifier algorithm

For the correct operation of the method with the
new data, the class was modified to the form in Listing 3.
Schematically, the operation of the advanced method is
represented by a UML state diagram in the Fig. 3. The
verification of the effectiveness of the application of the
improved method to increase the efficiency of the
recommendation systems was carried out on the basis of
the calculation of the average absolute error:

10 _
MAE :H_Z‘ﬂria —Tal, (6)
i=

where n —number of users.

class NearestNeighborsStrategy():
def _set_similarity(self, data_model,
similarity, dist, neirhood_size):
if not isinstance(self.similarity,
UserSimilarity) \
or not distance ==
self.similarity.distance:
neirhood_count = neirhood_count if not
neirhood_count else neirhood_count + 1
self.similarity =
UserSimilarity(data_model, distance,
neirhood_count)
def user_neighborhood(self, user, data_model,
similarity="user_similarity', dist=None,
neirhood_count=False, **params):
minimal_similarity =
params.get('minimal_similarity', 0.0)
sampling_rate = params.get('sampling_rate’,
1.0)
data_model = self._sampling(data_model,
sampling_rate)
if dist is None:
dist = euclidean_distances_method
if similarity == ‘'user_similarity':
self._set_similarity(data_model,
similarity, dist)
else:
raise ValueError('wrong similarity
method")
neighborhood = [tmp_user_id for tmp_user_id,
score in self.similarity[user]
if not np.isnan(score) and score >=
minimal_similarity and user != tmp_user_id]
return neighborhood

Listing 3
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Fig. 3. Schematic work of the advanced method

Fig. 4 shows a comparison of the usual
recommendation method and its improvement based on
the KNN method.

The software system of book recommendations for
users was developed based on the improved method [7].
The principle of operation of the system is as follows:
after the user has successfully logged in, a list of books
available in the system is available to him (Fig. 5). Then
the user can give their ratings to books, add new ones if
the book is not available on the site. Through ratings,
reviews and reviews, the system can predict the ratings
that the user could give to other books (Fig. 6).
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Fig. 7. The result of the recommendation module

The image shows that the system recommends the
user to view books with ID 8, 1 and 4 with their
recommendation ratios.

Conclusions

The problem of increase of efficiency of work of
recommendation systems is considered in the work. It is
shown that the most used algorithm for providing
recommendations in such systems is the SVD algorithm.
However, this algorithm has a number of disadvantages,

including sparse data, the problem of a new user and the
problem of scalability. To solve these problems, it was
proposed to improve the SVD algorithm by using the
method of nearest neighbors, which saves a lot of time
and computing resources, because the system to provide
recommendations uses data only from users who are in
the same cluster. The quality of both methods was tested
on the example of book recommendations to the user
and a comparative graph of the error of their
application.
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Ynockonanennst aaroputmy SVD nost migBuimenns e)eKTHBHOCTI peKoMeHIaliifHUX cuCTeM
C. 5. Kperny, L. 5. CniBak

AHoTanisi. Benmka KibKICT Ha CHOTONHI ICHYIOUMX Be0-CaliTiB BUKOPHCTOBYIOTH PEKOMEH IAIiHI CHCTEMH IS CBOIX
KOpHCTYBadiB. BoHM reHepyroTh iM pi3HI Mpono3uiii, HaNpUKIIaa, OAi0HI TOBapH ab0 peKOMEHIYIOTh JIIO/IEH, 3apeecTpOBaHHX
Ha I[bOMY CaTi, 31 CXOKMMH iHTepecaMy. Taki peKOMEHJaliliHi MeXaHi3MH OOpOOJISIOTH BeNMMYe3Hi o0csAru iHpopMamii s
MO3HaYeHHsI OTEHIIHHNX TepeBar KOpUCTyBadiB. PekoMeHAalliiiHi CHCTEMH - Iie POrpaMH, sKi HaMararoThCsl BU3HAYHTH, II0
XOUyTh 3HaWTH KOPHCTYBadi, IO MOXKE 1X 3alliKaBUTH 1 PeKOMEHAYIOTh M me. Lli MexaHi3MH BJOCKOHAIMIM B3a€MOJII0 MiX
KOpHCTYBa4eM i caiiToM. B3aMiH cratuuHoi iHpopMallil BOHM HaJaloTh JUHAMIYHY 1H(OpMAIilo, sIKa 3MIHIOETHCS: PeKOMEHaIi{
TeHEPYIOTHCSI OKPEMO JUIsi KOXKHOI'0 KOPHCTYBada, IPYHTYIOUHMCh Ha HOro IONepeNHii aKTHMBHOCTI Ha JAHOMY BeO-pecypci.
Takox Moxke BpaxoByBaTucs iH(opMmaris, 010 HaJXOAUTH B/ HIIMX BijBixyBadiB. Meroau 300py iHpoOpMarii, 110 HaZalOThCs
IHTEepHETOM, 3HAUHO CIIPOCTWIIM BUKOPHCTAHHS JIFOJICBKOI AYMKH 3a JIOIIOMOTOI0 KOJIaObopaTHBHOI ¢inbTpamii. Ane, 3 iHIIOro
OOKy, BEJMKHUII oOcar iHpopMalii yckiaaHIoe BTUIeHHS Liel MOoXJMBOCTi. Hampukimaz, moBemiHKa OIHHX JFOJEH JOCUTB SICHO
ITiITa€THCSl MOZICIIOBAHHIO, B TOW Yac SIK 1HIIII MOBOASATHCS a0CONIOTHO HenepeadadyBaHo. | came Opyri BIUTMBAIOTH HA 3MillICHHS
pe3ynbTaTiB PeKOMEHJAIIMHOT CHCTEeMH 1 3HIKEHHS 11 eeKTHBHOCTI. AHali3 IHTEpHET-pecypCiB MOKa3aB, LIO0 OULIBLIICTH
PEKOMEHMALIHUX CHCTEM He HaJa€ KOpPHCTYBayaM pPEKOMEHJallild, a Ta YacTWHa, sKa 116 POOHTh, HANpHKIA[ IMPOIOHYE
KOpPHCTYBa4eBi NPOMYKTH, 3ilicHIOE Mmiadip pekoMeHnauiii BpyuHy. OTxe 3amada po3poOKM METONIB aBTOMAaTH30BAHOI'O
CTBOpPEHHSI peKOMeH/IaMiil 32 0OMEeXeHUM HabOpOM BXIJIHUX TAHUX € JOCHTh aKkTyanbHOW. [Ipobrmemu pobotu (po3pimkeHicTh
JaHUX, MpobiieMa HOBOrO KOPUCTYBaya, MacIITa00BaHICTh) MIMPOKO BUKOPUCTOBYBAHOTO anroputMmy SVD i po3poOku Takux
PEKOMEHMIAIIMHUX CHCTEM MpPOINOHYEThCS YCYHYTH LUISIXOM YIOCKOHAJICHHSI JaHOTO JTOPUTMY METOJOM HaWOmmkunx K-
cycini. Jlanuii METoJ T03BOJIUTH JIETKO CETMEHTYBATH 1 KJIACTEPU3YBAaTH JaHi CUCTEMH, 110 36KOHOMUTH PECYPCH CUCTEMHU.

KawuoBi ciaoBa: pekoMmennaniiina cucrema; aaroputm SVD; meron k-HailOnmkunx cycifiB; po3piKeHICTh JaHUX;
MacTaboBaHiCTh; KJIACTEPH3ALLisL.

YcoBepuencTBoBanue aaropurma SVD 1uist noBbieHus 3 (peKTHBHOCTH PeKOMEHAATeIbLHBIX CHCTEM
C. 5. Kpeneiy, W. f. CnuBax

AHHoTaunus. bonpuioe KOIMYECTBO HA CETOJHS CYIIECTBYIOIUX BEO-CATOB HCIONB3YIOT PEKOMEHIATEIbHbIE CUCTEMBI
IUIsL CBOUX Ionb3oBatesied. OHM TeHepUPYIOT UM Pa3jIMyHbIe NPEUIOKEHUS, HallpuMep, MOJ00OHBIE TOBAPBI MIIM PEKOMEHYIOT
JII0JIeH, 3apEerucTPUPOBaHHbBIX HA 3TOM caiiTe, 10 MOXOKUM HHTepecaM. Takue peKOMEeHIaTeNbHble MEXaHU3Mbl 00pPa0aThIBAIOT
OrpoMHble 00BeMbl HMH(pOpPMAUUM I O0O3HAYEHMS IOTEHIHAIBHBIX IPEMMYIIECTB IIOJb30BaTesNeld. PexoMeHIaTenbHble
CHCTEMBI - 3TO IIPOrPaMMBbl, KOTOPBIC MBITAIOTCS OIPEENINTh, YTO XOTAT HANTH HOJIb30BATENH, YTO MOXKET UX 3aUHTEPECOBaTh U
PEKOMEHIYIOT MM 3TO. OTH MEXaHU3Mbl YCOBEPIIEHCTBOBAJIM B3aWMOAEHCTBHE MEXAY IOJIb30BaTeleM M caiitoM. Bzamen
craTH4eckoil MHGOPMAIMM OHHM NPEJOCTABISAIOT JAWHAMHYECKYI0 HMH(OpManMio, KOTOpas MEHSeTCs: pPEeKOMEHIAIMU
TEHEPUPYIOTCS OT/CIBHO AN KXKAO0T0 I0Ib30BaTENsl, OCHOBBIBAsCh HA €ro MpebIAyleil akTHBHOCTH Ha JJaHHOM BeO-pecypce.
Taxke MOXKET Y4uTBIBaTbCS MHQOpManus, IOCTyHalol@as OT ApYyrux mnocerutened. Meroasl cbopa uH(poOpMaLyy,
IPEJIOCTABIIACMBIX UHTEPHETOM, 3HAUHTEIbHO YIIPOCTUIM UCIOJIb30BaHUE YEIOBEUECKOM MBICIH C IIOMOIIBIO KOJIab0paTUBHOM
¢unbrpaimu. Ho, ¢ apyroii cTopoHsl, 60JbIIOH 00beM HH(POPMALMU 3aTPYAHIET BOILIOLICHHE ITOH BO3MOXKHOCTH. Hampumep,
MOBEJICHUE OJJHUX JIIOJIEH JOCTATOYHO SICHO IOJABEPraeTcs MOJEIMPOBAHHUIO, B TO BpEMs KaK ApYrue BeIyT ce0s abCOIHOTHO
HemnpeckasyeMo. [l MMEHHO BTOpble BIMAIOT HAa CMEIICHHE pPEe3yIbTaTOB PEKOMEHIATEeNbHOH CHCTEMbl M CHIDKCHHE e
3¢ dexTUBHOCTH. AHaNNM3 HHTEPHET-PECypCOB I0Ka3aj, YTO OOJIBIIMHCTBO PEKOMEHAATENbHBIX CHCTEM HE IPEIOCTaBIISET
MOJIb30BATEIAM PEKOMEHIAllMi, a Ta 4YacTh, KOTOpas 5TO JeJaeT, HampuMep, MpelaraeT II0Ib30BaTeNl0 POIYKTHI,
OCYLIECTBIIACT MOAOOp peKoMeHJanuii BpyuHyro. Wrak, 3amada pa3paOOTKM METOAOB aBTOMAaTHU3MPOBAHHOTO CO3/IaHUS
PEKOMEH/aMi [0 OrpaHMYCHHBIM HaOopaM BXOIHBIX JaHHBIX SBISETCS BecbMa akTyalbHOH. [IpoOGnembl paboThI
(pa3pexeHHOCTh IaHHBIX, POOIeMa HOBOTO MOJIB30BATENsI, MACIITAOUPYEeMOCTh) IIMPOKO HCmonb3yemMoro aiaroputma SVD ms
pa3paboOTKH TaKMX PEKOMEHJATENbHBIX CHCTEM IIPE/JIaracTcs YCTPaHHUTh ITYTEM YCOBEPLICHCTBOBAHHWS JAHHOIO alrOpUTMa
MetonoM Ommkaiiumx K-cocemeit. JlaHHBINH METOJ MO3BONHT JIETKO CErMEHTHPOBATh M KIACTEPH30BATh JAHHBIE CHCTEMBI, UTO
COKOHOMHT PECYPChI CHCTEMBI.

KawueBbie ciioBa: pekoMeHaatenpHas cucrema; aaroput™ SVD; meron K-Gmmkaiimmx cocemeif; pa3pexeHHOCTH
JIaHHBIX; MACIITAOUPOBAHOCTb; KIIACTEPU3ALIHSL.
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