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USAGE OF INTELLIGENT METHODS FOR MULTISPECTRAL DATA PROCESSING

IN THE FIELD OF ENVIRONMENTAL MONITORING

Abstract. The subject of study in the article is artificial intelligence methods that can be used for recognition of specific
areas of the earth's surface in multispectral images provided by Earth remote sensing systems (ERS). The goal is to
automate data analysis for recognizing areas affected by fire on multispectral remote sensing images. The task is to study
and formulate a method for processing multispectral data, which makes it possible to automate the process of operational
recognition of areas of burned-out areas in images, for the development of an eco-monitoring software system using
artificial intelligence tools such as deep learning and neural networks. As a result of the analysis of modern methods of
processing multispectral data, an investigation of the supervised learning strategy was chosen. The choice of the described
method for solving an applied problem is based on the high flexibility of these method, as well as, provided that there is a
sufficient amount of used training input data and correct training strategies, the possibility of analyzing heterogeneous
multispectral data with ensuring high accuracy of results for each individual sample. Conclusions: the application of
methodologies for intelligent processing of multispectral images has been investigated and substantiated. The theoretical
foundations of the construction of neural networks are considered, the applied area of application is selected. An
architectural model of a software product is analyzed and proposed, taking into account its scalability, the model of
software system is developed and the results of its work are shown. The obtained results show the efficiency of proposed
system and prospects of the proposed algorithms, which is a reason for further research and improvement of the used
algorithms, with their possible use in industrial and enterprise eco-monitoring systems.
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Introduction

Nowadays, computer systems have become so
widespread that it is even difficult to name an industry
that would not be affected by the process of total
computerization. Every day, millions of hardware and
software solutions allow humanity to solve a large
number of applications precisely due to the rapid
development of the information technology industry.
One of such areas is undoubtedly the field of
environmental monitoring. Every year the violation of
state environmental standards leads to multimillion
losses of the budget of our country, so government
agencies and enterprises in the field of eco-monitoring
aim to control, detect and prevent environmental
violations. However, in order to increase the level of
efficiency and manufacturability of this process it is
required to use an appropriate software solutions that
would facilitate the implementation of this task [1].

One of the sub-tasks in the field of environmental
monitoring is the detection and control of burnt areas
due to fires caused by burning grass, deadwood, etc [1,
2]. This applied task requires prompt detection of foci of
environmental violations, as well as accurate
identification of the affected areas in order to
understand the strategy of counteraction and
neutralization of the results of arson. One way to solve
this problem is to use multispectral data from remote
sensing systems [3]. This method allows you to cover a
large amount of territory, and also allows you to achieve
more effective results of the analysis due to the specifics
of the burned areas detection. However, it is not
possible to productively perform analysis of

multispectral images by visual method, in addition, the
amount of remote sensing data reach significant
volumes. For these reasons, there is a need to develop
an automated algorithm for analyzing such data [4].

To solve this problem, the use of modern
computerized methods of multispectral images analysis
in combination with machine learning tools, such as
neural networks, may be proposed [5].

Problem analysis and task statement

By definition, multispectral images are images that
cover visual data in certain wavelength ranges in the
electromagnetic  spectrum. Wavelengths can be
separated by filters or detected by devices sensitive to
specific wavelengths, including light from frequencies
outside the visible light range, ie infrared and
ultraviolet. A multispectral image typically contains two
aspects of data: spatial data that transmits location
information, and spectral data that transmits the
reflection level of different bands. In particular, each
multispectral pixel is an h-dimensional vector, where h
is the number of spectral bands, the pixel is usually
considered as an input sample for multispectral
classification programs. Fig. 1 shows a data model of a
multispectral image [6].

The effect of fire on vegetation is not binary (not
only divided by "burned"/"unburned"), but rather
depends on a number of conditions, such as the type of
fire, its nature and the time between extinguishing the
fire and obtaining an image of the burned territory. An
important factor is that the reflectance of the surface, its
temperature and backscattering should be taken into
account, as they can be very different for the periods
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before and after the fire. Mapping of burnt plots of land
has traditionally been done from field sketches.
However, with the launch of the Earth's first artificial
satellites, remote sensing has quickly become a more
practical alternative for detecting burned areas, as it
provides timely regional and global coverage of fires
that occur in a number of areas [2, 7].
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Fig. 1. Data model of a multispectral image

After all, the actual multispectral images are only
input data to solve the problem of environmental
monitoring and require automated analysis. Based on
this, there is a question of investigating the possibility to
develop an intelligent system that could process the
input data of multispectral imaging and provide output
data, which could allow recognizing of certain areas
affected by fires with the defined probability. Since the
applied problem of ecomonitoring, and the
determination of burned areas in particular, are based on
large data sets that require processing and automatic
classification, such a problem can theoretically be
solved using machine learning technologies [8].

Thus, the task of the article is to study and
formulate a model of intellectual analysis of
multispectral data, which will automate the recognition
of burned areas for the field of environmental
monitoring using artificial intelligence methods [9].

Main part

Nowadays, machine learning technologies have
made a rapid leap forward in their development and
spread. They have an extremely wide range of areas of
practical application due to their versatility, including
the field of multispectral data analysis [10].

One of the proposed methods for solving the
applied problem of burned areas identification is the
data mining approach for mapping. According to the
study of this methodology, the NN and SVM
approaches showed worse results than C5.0 or RF, due
to the imbalance of the database, which led to the
production of structures and models that had a low
ability to generalize. Tree-based algorithms have shown
better efficiency, given the ability to work with large
and unbalanced databases, as well as their ability to
provide accurate probabilities.

Another approach is to use the BA-Net model to
identify burned areas. Traditionally, the procedure of
displaying burned areas with the usage of satellite
images consists of carefully crafted algorithms. Figure 2
shows an image of a burned obtained from Sentinel-2

satellites [11]. The image on the left is similar to a
normal photo showing RGB colors. The image on the
right contains a NIR spectrum instead of a green
channel. The dark area on the right image identifies the
burned area. The basic approach to displaying recorded
pixels can be as simple as defining a threshold value to
indicate how dark the pixels must be to display them as
burned.

Fig. 2. Image of a burned area
from the Sentinel-2 satellite

For mapping burned areas, existing products based
on traditional methods can provide fairly good accuracy.
However, these products are usually more accurate
spatially than timely - the assignment of the burning day
is often spatially inappropriate, especially if the images
are contaminated with clouds, which complicate the task
for any algorithm. For the BA-Net method, the following
is proposed: instead of trying to write a complex
algorithm to determine which pixels correspond to the
burned area, the approach defines a model with several
million learning parameters with architecture capable of
studying spatial and time structures in image sequences.
The model then looks at the images and targets and tries
to make the output as close as possible to the target. This
model is a set of differentiated operations, including the
process of convolution in space and time, layers of
reduction and scaling and the level of LSTM (class of
recurrent neural networks) to capture longer time
relationships in the data [12].

In mathematics, convolution is a mathematical
operation on two functions (f and g) that produces a
third function that expresses how the shape of one is
modified by the other [13, 14]:

(fxg)(t)zj'f(t—r)g(r)dr. 1)

LSTM, like most RNNSs, is universal in the sense
that with a sufficient number of network nodes, it can
compute anything that a conventional computer can
compute, provided it has a proper weight matrix.
Traditional LSTM can be expressed by the following set
of formulas:

it = Gg (Wixt +Uih[_1+bi);

Ot =0y (Woxt +U0h[,1+b0); 2)
Gt = froCg +ip o op (Wexe +Uchy g +1c);
by =0roop (),

where x;— input vector; h;— hidden state vector also known
as output vector; c; — cell state vector; W, U, b — weight
matrices and bias vector parameters which need to be
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learned during training; f; — forget gate's activation vector;
i, — input/update gate's activation vector; o; — output gate's
activation vector; oy — sigmoid function; oc — hyperbolic
tangent function; on — hyperbolic tangent function, or, as
the peephole LSTM paper suggests on(x) = X.

Fig. 3 shows the structure of the described model:
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Fig. 3. The structure of the BA-Net model [15]

Consider the learning process of this model of
artificial intelligence. The BA-Net input is provided
with a set of 64 consecutive images for 128x128 pixels.
A sequence of the same size is then generated,
indicating the probability that each individual pixel
corresponds to a burned area. This model uses binary
cross entropy. The model parameters are then updated
slightly based on gradients to move in a direction that
reduces losses (i.e. increases the similarity between the
output and the target). This process is repeated using a
diverse set of input samples that allow models to study
the spectral sign of fire in space-time data.

The diagram representing the learning process of
the model is shown in Fig. 4 [11].

128x128 tiles
;
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tion Loss function

Fig. 4. Semantic diagram of BA-Net model learning

Finally, a teacher-based learning approach based
on the BA-Net method was formulated and investigated.
The first step to creating a classifier in the proposed
model is to teach it using a training set for which the
data are marked with labels (in this case it is a
classification) or directly related to the value (in this
case it is a regression) [16]. The algorithm tries to build
a model that connects functions for a label or value.
This training kit provides a model that can be used to

predict new data for which there are function values but
no label or ready-made output [17].

Fig. 5 shows a generalized diagram of how the
proposed controlled learning process of the ML model
works.

Training data for the
model

Machine learning
algorithm

¥

New data Classifier

¥

Result (prediction)

Fig. 5. Scheme of ML model teaching

The data of the consequences of the fire that
occurred on August 3-9, 2018 in the Algarve, in the south
of Portugal, were used as training datasets. This is a
relatively easy case to analyze, as there are almost no
clouds in the input images. This dataset was chosen
because of the high quality of inputs and sufficient
volume for full training on a given strategy. As a training
sample, a set of training images with a size of 32 x 32
pixels was formed using 5 (Near Infrared) and 7 (SWIR
2) spectra of Landsat 8, for which their content is known.
The total sample size is at least 8000 images, of which
1500 images contain fragments of burned areas [18].

Acer PC based on Intel Core i5 CPU with a clock
speed of 2.7 GHz, Nvidia GTX 950M graphics processor
and 16 GB of RAM was used to train the ML model.
After the process of learning the model of artificial
intelligence, the general architectural design of the
developed software application was carried out. A
generalized diagram of the application architecture is
shown in Fig. 6.

Graphical user
interface (client-side
Gun

F A

h

The server part of the
application

F A

h

ML model

Fig. 6. Simplified diagram
of the functional components of the software product

During the development of a system based on this
architecture, both the client and server part will be located
on the same workstation for ease of building a working
prototype. However, this architecture also has the
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potential to expand: for example, the system can be
further modified to perform the server part and the ML
model data analysis on a separate powerful workstation
(local server), and users (clients) will be able to join it, for
example, via TCP/IP socket [19].

The general algorithm of the typical scenario of the
developed ecomonitoring system usage is shown on the
sequence diagram from Fig. 7.
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Fig. 7. Ecomonitoring system use case scenario

As can be seen from the diagram, the main action
of the user is to provide a dataset, which will be further
analyzed. The graphical interface is responsible for the
primary reception of user input data (path to the dataset
directory in the file system) and to output the result of
data processing or notify error message. Server side of
the application is responsible for the validation of the
data provided by the user, transfering this data to the
ML model and an error generation in case of invalid
data. The task of the ML model is to actually analyze
the provided dataset for the presence of burned areas on
the provided multispectral images, as well as to send the
processing results to the server part of the application.

The Python programming language and the
Tkinter graphics library were chosen to implement a
software product that demonstrates the proposed
intelligent processing method. Of the libraries that were
used to process multispectral data to build the ML
model, it is worth noting the libraries Tensorflow,
numpy, matplotlib, rasterio, geopandas and earthpy
[20].

As a result of the development of the
ecomonitoring system, a window application with a
graphical interface, shown in Fig. 8, was created.

The result of data processing is presented in the
form of a map indicating the probability of fire by each
part of the territory, which was accessible from the input
multispectral data. The value of the probability of fire
damage is reflected by color: from green (“no fire
damage") to dark red (“"serious fire damage"). This
method of data visualization is intuitive, although it is
possible to make suggestions for adding a map legend
for better clarity of interpretation.

Burned Area detection results
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Fig. 8. Results of data analysis by ecomonitoring system

An analysis of the detection accuracy as a result of
50 epochs of learning was performed. A graph of the
dependence of the detection accuracy (vertical axis) on
the number of epochs of learning (horizontal axis) is
shown in Fig. 9.
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Fig. 9. Dependence graph of the detection accuracy
of the test sample on the number of learning epochs

The spatial performance (detection accuracy) of
the model is measured using Dice coefficient which is
as a statistic used to gauge the similarity of two samples
(also known as F1 score) [15]:

Dice = __ 2P , (3)
2TP + FP + FN
where TP, FP and FN are the number of true positives,
the number of false positives and the number of false
negatives, respectively.

The verification was carried out according to the
following strategy: after every 5 epochs of training, 100
tiles with a known presence or absence of burned
territory were randomly selected from the multispectral
data set. Next, the tiles were presented as input data for
the ML model, and the result of its analysis was
compared with the predefined data. The overall
detection accuracy was 0.917.

As a result of testing the developed system, it was
determined that the accuracy of burned areas detection
is sufficient enough to consider the proposed intelligent
ecomonitoring system for practical use to solve the
problem of automated Burned areas detection and
improve the results of multispectral image analysis
compared to analogue systems.
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Conclusions

The article investigates and substantiates the
application  of intellectual methodologies  for
multispectral images processing.

The theoretical bases of construction of models of
artificial intelligence in the field of analysis of
multispectral data are considered.

The applied field of application in the field of
ecological monitoring is chosen.

The architectural model of the software product is
analyzed and offered taking into account its scalability,
the software implementation is developed and the
results of its work are shown.

The obtained results show the efficiency and
prospects of the proposed algorithms, which is the
reason for further research and improvement of the
applied algorithms, with their possible
implementation in industrial and enterprise eco-
monitoring systems.
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3acTocyBaHHS iHTeJIeKTYaJIbHUX METOAIB MY/JIbTHCIEKTPAJILHOI 00POOKH JaHHUX Y rajy3i eKOMOHITOPHHIY
A. O. Ilomopoxwusik, H. 10. JIro6uenko, M. M. KBouka, 1. Cyapec

AHoTtanisa. IIpeamMeroM BUBYCHHS B CTaTTi € METOOM IITYYHOTO iHTENEKTY, IO MOXYTh OYTH 3aCTOCOBaHi Ui
pO3Mi3HABaHHS KOHKPETHHX [IUISHOK 3€MHOI IOBEpXHI Ha MYJIBTHCHEKTPAaIbHUX 300pa)KEHHSX, HAJAaHUX CHCTEMaMH
JUCTaHLIHHOTO 30HAYBaHHS 3emii. MeTa — aBTOMaTH3aIlisl aHANi3y JaHUX U1 PO3Mi3HABAHHS TEPHUTOPIH, ypaKeHUX BOIHEM
Ha MYJIBTHCICKTpambHUX 300paxkeHHsx JI33. 3amawa — gocmimkeHHs 1 (OpMyIIOBaHHS Crmoco0y oOpoOKu
MYJIBTUCIIEKTPAIBHUX JaHUX, IO JO3BOJISIE aBTOMAaTH3YBaTH MPOLEC ONEPATHBHOIO PO3Mi3HABAHHS Ha 300paKEHHIX HIITHOK
BHTOPUIHX TEPUTOPiH 3a1ii1 po3poOKH MPOrpaMHOi CHCTEMH €KOMOHITOPHHIY i3 BUKOPHCTAaHHSIM TAaKHX 3aC00iB MITyYHOTO
IHTENeKTy, $K TIJIMOMHHE HaBYaHHSA Ta HEHPOHHI Mepexi. Y pe3ynbTaTi aHami3y CydacHHX METOHAIB 00poOKu
MYJIBTUCIIEKTPAIIEHUX JaHUX Oyl0 OOpaHO Ui JOCHIIKEHHS 3aCTOCYBAaHHS HEHPOHHHX MEPEX 31 CTpaTeri€l0 HAaBYaHHA 3
yunteneM. Bubip onrcaHuX METOMIB Ui BHPINICHHS MPHUKIAAHOI 3a/1a4i 0a3yeThCsl HA BUCOKIH THYYKOCTI JaHUX METOIB, a
TaKOX, 33 YMOBH JIOCTAaTHBOTO OOCATY BHMKOPHCTAaHMX HaBYAJIbHUX BXIJHHX MAaHUX Ta KOPEKTHUX CTpaTerii HaB4YaHHS,
MOJKJIMBOCTI aHaJi3y Pi3HOPIAHUX MYJIBCICKTPAIbHUX JaHUX 13 3a0€3MEUCHHSIM BHCOKOT TOYHOCTI Pe3yNbTaTiB I KOXKHOT
okpeMoi BHOIpkH. BHCHOBKHM: mocnijkeHO Ta OOIPYHTOBAaHO 3aCTOCYBAaHHS METOJOJOTIH IHTENEKTyalbHOI 00poOKH
MYJIBTUCIIEKTPAIBHUX 300paXkeHb. PO3IIITHYTO TEOpEeTHYHI OCHOBH 1OOYJOBU HEHPOHHHUX MEpexX, 00paHO NMPHKIAIHY Taly3b
3acTocyBaHHs. IIpoaHai30BaHO Ta 3aMpPONOHOBAHO APXITEKTYPHY MOJENb MPOTPAMHOTIO NMPOAYKTY i3 ypaxyBaHHSAM HOro
MacITaboBaHOCTI, IPOBEACHO PO3POOKY MPOTpaMHOI pearizallii Ta MoKa3aHo pe3ynbTaTH il poboTH. OTpuMaHi pe3ynbTaTH
MOKa3ylTh MNPAIE3JaTHICTh Ta IEPCIEKTHBHICTh 3alpOIIOHOBAHMX AITOPUTMIB, IO € MPHBOJOM JUIS MHOAAJIBIIOTO
JOCII/UKEHHST 1 BIOCKOHAJCHHS 3aCTOCOBAHUX AQJITOPHTMIB, i3 iX MOXJIMBMM BHPOBa/UKEHHSAM JO HPOMHCIOBHX Ta
KOPIIOPaTUBHHUX CUCTEM €KOMOHITOPHHTY.

Kaw4yoBi caoBa: cucrteMa eKOMOHITOPHHTY, AWCTaHIlIMHE 30HIYBaHHSA 3eMIIi; MYJIbTUCIEKTpaJbHE 300paKeHHST,
00poOKa 300paxkeHp; HelipoMepexa.

IIpuMeHeHNe NHTEIIEKTYANBHBIX METOAOB MYJILTHCIIEKTPAILHON 06pad0TKN JaHHBIX B cepe IKOMOHHTOPHHTA
A. A. llogopoxnsk, H. }O. JIrobuenko, H. H. Kouka, 1. Cyapec

AnHoTtanus. IIperMeToM M3ydeHHs B CTaThe SBISIIOTCS METOABI HCKYCCTBEHHOI'O MHTEIJIEKTa, KOTOPbIE MOTYT OBITH
IOPUMEHEHBl IS PACIO3HABaHUS KOHKPETHBIX YYaCTKOB 3E€MHOH IOBEPXHOCTH Ha MYJIBTHCHEKTPAIbHBIX H300paKEHHSX,
IPEAOCTABIECHHBIX CHCTEMaMH IUCTAaHIMOHHOIO 30HAMpoBaHus 3emnd. Ilenp - aBTOMaTu3alMs aHaIM3a JAaHHBIX JUISA
pacno3HaBaHHS TEPPUTOPHH, MOPAKEHHBIX OTHEM Ha MYNIBTHCIIEKTpPaIbHBIX mM300pakenuit [133. 3amaua - mccremoBaHHwe U
¢dopMmymupoBanne crnocoda 00pabOTKM MyIBTHCHEKTPAIBHBIX JIAHHBIX, MO3BOJIIONIET0 aBTOMATH3MPOBATh IPOIECC
OIIEPaTUBHOTO PACIO3HABAHUS YIAaCTKOB BBHITOPEBIINX TEPPUTOPHI Ha H300paKCHUSX, U Pa3pabOTKH MPOrpaMMHON CHCTEMBI
SKOMOHHTOPHHTA C UCTIOJIb30BAHUEM TAKHUX CPEACTB HCKYCCTBEHHOTO MHTEIUIEKTA, KaK ITyOOKoe 00ydeHHe 1 HEeI{pOHHBIE CETH.
B pesyiprare aHaiM3a COBPEMEHHBIX METOJOB OOpPaOOTKM MYJIbTUCIIEKTPAJIbHBIX TaHHBIX OBUIO BBIOpAHO MCCIIETOBAaHHE
NpUMEHEHUs] HeWPOHHBIX ceTeil co cTpareruel 00ydeHus ¢ yuuTteneM. BpIOOp OMUCaHHBIX METOIOB JUISl PELICHHs MTPUKIIAJIHOM
3amauyn 0a3upyeTcsi Ha BBICOKOW T'MOKOCTH JaHHBIX METOMOB, a TakKe, NMPU YCIOBUH JOCTATOYHOTO 00beMa HCIOJIb30BaHHBIX
y4eOHBIX BXOJHBIX JAHHBIX W KOPPEKTHBIX CTpaTeruii oOydueHHs, BO3MOXKHOCTH aHajiHM3a Pa3HOPOAHBIX MYJBCHEKTPaIbHHX
JAHHBIX C OOECIICYeHHEM BBICOKOM TOYHOCTH pE3yJIbTaTOB JUIS KKHIOW OTAENbHOH BBHIOOPKH. BBIBOABI: HCCIIENOBAHO H
000CHOBAHO TIPHMEHEHHE METOJOJIOTHH HHTEIUIEKTyabHOH 00pabOTKH MYNBTHUCHEKTPATBHBIX HM300pakeHMH. PaccMoTpeHs
TEOPETHIECKHE OCHOBHI IOCTPOCHMSI HEWPOHHBIX ceTel, BHIOpaHa MpHKIagHAs 007acTh NpuUMeHeHus. lIpoaHanmsupoBaHa M
MpEeIO’KeHa apXHUTEKTYpHAs MOJENb HPOTPaMMHOTO MPOAYKTa C yYEeTOM €ro MacITabHpyeMOCTH, HpoBereHa pa3paboTka
HPOrpaMMHOM peaiM3aliy M T0Ka3aHbl pe3ysbTaThl ee paboThl. [lomydeHHbIE pe3ynbTaThl MOKa3bIBAlOT PabOTOCIOCOOHOCTH U
HEPCHEKTUBHOCTD MPEATIOKEHHBIX AITOPUTMOB, YTO SIBJISIETCS MOBOJAOM Ul AAJIbHEHILETO MCCIEA0BaHUA U COBEPLICHCTBOBAHUS
MPUMEHSEMBIX aITOPUTMOB, C MX BO3MOXHBIM HCIOJIb30BAHUEM B IIPOMBILIIEHHBIX H KOPIIOPATUBHBIX CUCTEMaX SKOMOHHTOPHUHTA.

KawueBble cJoBa: cHCTeMa SKOMOHHTOPHHTA, AWCTAaHIMOHHOE 30HIMPOBAHHE 3EMIIH; MYJIbTHUCICKTPATEHOE
n3obpakeHue; 00paboTka H300paKeHHUIT; HEHPOCETh.
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