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THE ASSESS THE FAULT-TOLERANCE, EFFICIENCY AND PERFORMANCE
OF MILITARY FiELD LOCAL NETWORK TOPOLOGY

Abstract. Depending on the location of communication nodes of the control points and points of relay in the field,
especially in mountainous areas, finding line of sight (LOS) and establishing a good radio relay connection can be
challenging. In addition, depending on the requirements for bandwidth and communication stability, in the field, a situation
often arises where it is possible to build a network only based on certain types of topologies. To assess the security of military
field telecommunication networks, it is important to determine such important parameters as network stability or fault-
tolerance, efficiency, transmission capacity and delay time. It is known that the greatest values of these parameters are
achieved in the type of "fully connected" network topology. However, low efficiency, high power consumption, difficulties
in safely and hidden placement of a large number of vehicles in the battle area and the complexity of maintenance, as well as
the fact that radio relay hardware vehicles consist mainly of 2 sets of radio relay devices make this type of topology unsuitable
for field networks. Therefore, it is important to define a network topology with high stability, using the minimum amount of
radio relay vehicles. For the above reason, the article proposes mathematical methods for calculating the fault tolerance and
efficiency of the selected network topology, as well as fault tolerance, bandwidth and latency for each network node.

Keywords: control points; throughput; channel stability and delay time of communication channels; network topology;

fault tolerance and efficiency of network topology; radio relay equipment.

Introduction

As you know, in a modern military field
telecommunications network, communication between
nodes is organized using radio relay stations and satellite
communications based on Ethernet technologies, as well
as optical cables. Sources of information are located in
specially equipped server rooms away from hazardous
areas. Information confidentiality is provided mainly by
cryptographic tools based on complex algorithms. In
terms of strength and performance, all of the above tools
in most cases fully comply with modern requirements.
However, the ever-changing conditions of the battlefield
require a special approach to the resilience and
performance of the network topology, as well as the
efficient use of redundant communications.

In order to determine the most stable and efficient
topology for providing users with access to information
resources at nodes within certain specified limits, in
advance, before creating a field telecommunication
network, the article developed and presented a methodology
for assessing the corresponding topology parameters.

Assess the fault-tolerant of the node

The node fault tolerance (Tn ) characterizes the
ability of a network to perform its functions with the
specified quality, despite the failure of any element
during a given period of operation [1]. The stability of the
host depends on the stability of the hardware, devices and
other elements used here and the method of
interconnection, as well as the availability of reserves and
replacement period (tr, -replacement period) for fault
devises (to simplify the procedure, the time required to
replace the elements here is assumed to be greater than
the time allowed for the host to pause):

Ty = Teps 'Tapz: 1)

where T¢ps - is the final stability of ncp series-connected
elements commonly used for all radio relay apparatuses
in the control point (index: CD-commonly used device):

Teps = HZE‘} Pepies 2

Taps - is the final stability of ngp radio relay apparatus
applied in parallel:

TapE =1- H?jf(l - Pap i) 3)

Pap i — the probability of uninterrupted operation of the

elements common to all radio relay sets in the i radio

relay apparatus; Ty - is the total stability of a set of ngr
radio relays applied in parallel:

Trrz = 1-— H;lff(l = Pgrr i), (4)
Prrj — the probability of continuous operation of the j
radio relay set.

In practice, each of the radio relay apparatus can
operate autonomously, and the element common to all of
them is mainly a single power source of the control
centre. Since each radio relay apparatus is equipped with
its own electric generator and uninterruptible power
supply period (Tups), i.e. the availability of backup and
tp<Tups allows us to assume T.ps=1. The topology
sustainability report does not take into account the fact
that there is a single number of workstations serving users
and their reliability.

The uninterrupted operation of common elements in
the radio relay apparatus is very critical for radio relay
sets, in practice their failure (excluding the power supply)
completely restricts access to the network, regardless of
the number of sets in the apparatus, and adversely affects
the stability of the network. Therefore, it is very
important to ensure a high T,y parameter in the
hardware (Fig. 1).

The graph shows that if the number of radio relay
sets is n>2 and belong to different radio relay apparatus,
i.e. m>2, the stability of the host can be considered
maximum, i.e. Ty<1. However, at some nodes, the use of
more than one apparatus is not only inefficient and
difficult to provide electricity in the field, but also in
terms of privacy and security. The radio relay sets can be
connected to each other in such a way that the radio relay
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hardware continues to function as a transit in the network,
despite the failure of general-purpose devices. Under
such conditions, it is possible to accept T,» = 1 without
taking into account the influence of these devices on the
stability of the topology, and the connection of each node
to the network from two directions (n = 2) can be
considered satisfactory from the point of view of the
stability of the topology, i.e. Ty ~ 1.
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Fig. 1. Graph of the dependence of the host stability
on the number of radio relay sets for m=1, m=2
and m=3 cases of the number of apparatuses

The expression for the probability of node failure
can be written as follows: Qy = 1 — Ty.

Depending on whether the devices are connected in
series or in parallel in any group of elements at the control
point, the total probability of continuous operation of that
group is calculated as follows:

The total probability of continuous operation of n
devices connected in series and also without backup (or
the time required to replace the spare device exceeds the
allowable break time):

Psqg = [lk=1 P -
The total probability of continuous operation of m
devices with "hot" reserve (2 connected in parallel):
n,(A-1-P)A-P)),.

The continuity of services for users at control points
also depends on the number of channels the node
connects to the network and the stability of the rest of the
network.

de:

Assess the fault-tolerant of the topology

The field telecommunications network must
provide users at control points with safe, timely and with
a given quality access to information resources, as well
as the continuity of the services provided, regardless of
internal and external destabilizing influences.

The stability of a telecommunications network is its
ability to ensure uninterrupted access of hosts to
information resources, regardless of the exit of one of its
nodes or the loss of one of its channels.

The probability of uninterrupted operation of the
network depends on the reliability of each nodes of
networks, reliability of communication between them
and reliability of implemented topology, as well as server
redundancy and channel loading [2].

Considering that the probability of simultaneous
failure of two or more network nodes or two or more
channels is very small, sustainability of topology can be
determined taking into account such parameters like the
number of nodes connected in one direction (Ngeg1) and
their stability (Tngeg1); the number of critical links (ncy)
and nodes (ncn), where their failure can be the reason for
the loss of access to the servers of other nodes in the
network, probabilities of failure of them (QcL and Qcn);
as well as the number of nodes (npcn) that are
disconnected from the servers due to their failure and

coefficients indicating levels of importance of them
(K;s pnc)- Mathematically it can be written like this
Tr =Tens " Ters Tdegl (5)
Kis DNC Kis> DNC
K K
or Tr = [ Teng =N TS Tep, °N X

K1y deg1 ( Ndeg1
X[1————|1- T, T, T, .
< Kis N 1=0 Ndegl;"Adegl;"Ldegl,

The expressions take into account the following
critical factors that affect the stability of the network:

Tens - 1S @ multiplier that determines the influence
of the probability of failure of critical nodes on the
stability of the network, in the absence of a critical link,
we take Tens= 1:

K15 pen
Tens = H:lncivo TCNmKIZN ) (6)
where  Kjs pye = L2V K — is the sum of the
coefficients indicating the importance of all nodes that lost
accessability with the server due to the failure of the critical
node (link); K;xy = Z;’;"O K;; —is the sum of the
coefficients indicating the importance of all nodes in the
network. T,y - fault tolerance of critical links, this
multiplier determines the influence of the probability of
failure of critical connections on the stability of the network,
and in the absence of a critical link, we take T >= 1:
K15 DCcN
Ters = HZ:’E) Te kKIEN .

Fig. 2 shows the number of critical nodes ncn = 1,
Nen= 2, Nen= 3, Nen = 4 Vo nen = 5 (number of critical
links ncL =1, Nt = 2, NeL = 3, e = 4 Vo neL = 5), as well
as the dependence of the Tcnvr and Terx values on the ratio
K5 pcn/K s v for network topologies with stability of
all support points Ten = 0.9. As can be seen from the
graph, the higher the number of critical nodes and the
number of nodes that lose accessibility to the servers in
the event of their failure, the lower the value of Tewx bit.

If each network has a single critical link (nen = 1)
and its failure causes all other support points to lose
contact with the server, i.e. K;s pcn/Kix y = 1, then
the stability of the topology is affected, the value Tenz
(Tcez) will be determined by the stability of this critical
node (link), in our example Tcnx = 0.9. If the number of
such critical nodes (links) increases, the value of the
multiplier decreases even more.

Taeg1-is @ multiplier that determines the influence
of the probability of no-failure operation of nodes with
one-way communication on the stability of the network,
where is taking into account the fault tolerance of these
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nodes (Tndeg1), fault tolerance adjacent nodes with them
(Tadegr) and fault tolerance of the link between them
(Tidegr), as well as the ratio K5 gegr/Kjs n:

Tdegl =
Kis de Nge
= (1 - %(1 - Hljogl TNdegllTAdegllTLdegll)> ) (9)

n, .
where Ky pye = 2,508 K qegr i — is the sum of the

cefficients indicating the importance of the nodes that
communicate in one direction
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Fig. 2. Dependence of the final Tevs and Ters values
on the ratio K; s pen/K; s n, Which affects the fault
tolerance of the network topology
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Loss of communication links due to external
influences can be caused by electromagnetic jamming or
physical damage by the enemy any of the radio relay
stations (h; or h;) that make it up, as well as due to
unfavourable weather conditions. Therefore, for the
stability or the probability of failure of links, we can write
the following expression:

TL=TE]i'TE]j' TPDi'TPDj'TUWC (9)
and Q. =1-Tg

where Tg; - is the resilience of the i and j radio relay
stations forming the link to electromagnetic jamming;
Tpp - is the resilience of the i and j radio relay stations
forming the link to physical destruction by the enemy;
Tywe - is the resilience of the link against the effects of
adverse weather conditions.

The resilience of the radio relay stations forming the
link depends on technical parameters such as the antenna
directivity, the maximal output power of radio relay
stations and applying automatic control mode for it, the
immunity to interference of the used type of modulation
and its automatic adjustment, applying anti-jamming
technology (OFDM, MIMO), selected frequencies and
channel width, applying frequency hopping mode,
frequency hopping speed and hopping algorithm
complexity, the he signal-to-interference ratio required
for the normal operation of the radio relay station, as well
as on factors such as the maximal output power of
electronic warfare station, the distance between the radio
relay and electronic warfare stations, the angle between
the link and the direction to the electronic warfare station
and topography. To evaluate Tg; parameter, there are

appropriate methodologies that take into account the
above factors and can be calculated [3].

The likelihood of physical disabling of a radio relay
station depends on the proximity of its location in the
enemy's engagement zone, the intensity of fire and the
presence of the enemy with high-precision weapons, as
well as the possibility of penetration of reconnaissance and
sabotage groups. The choice of safe places for stations and
their antenna feeder devices, the organization of the
security of the communication centre, the installation of
equipment on armoured vehicles, the effective use of the
protective and masking capabilities of the terrain reduces
this possibility. In addition, the presence of a reserve in a
safe area in short distance, the availability of safe road
infrastructure, weather conditions, cross-country ability of
vehicles and staff training level are important factors for
recovery of a failed station in a short time. The evaluation
of T, can be done experimentally, taking into account the
above factors. In order to identify critical links (CL) and
critical nodes (CN), as well as other suitable parameters
a new algorithm is proposed, based on the Dijkstra
algorithm from Graph theory. Algorithm sequence:

1. The initial parameters of the topology are
determined from the database in the following sequence:

1.1. Number of nodes in the network, n;

1.2. The coefficients indicating the importance of
all nodes in the network, Ki;

1.3. Minimum bandwidth of links, FLmin;

1.4. The fault-tolerance of nodes due to internal
reasons, Tw;

1.5. The fault-tolerance  of
electromagnetic attenuation, Tey;

1.6. The fault-tolerance of nodes to physical
destruction, Tpp;

1.7. Nodes connected to a local stationary network
(servers), nst;

2. Bandwidth table showing the adjacent nodes for
each node and their throughput is compiled. The columns
of the bandwidth table are:

2.1. List of adjacent nodes (stationary node
inclusive if there is a connection to it);

2.2. Bandwidth with each adjacent node
(bandwidth with stationary node can be take 1Qbitps);

2.3. The degree of nodes, degN;

3. Using Dijkstra's algorithm in graph theory, a
subroutine is developed to check if there is a path
between each node;

4. Critical nodes are defined and the value Tgys is
calculated, for which:

4.1. The nodes in the network where degN >2 are
cancelled one by one (for this it is enough to select their
throughput in the matrix equal to 0) and move on to point 3;

4.2. If there is a node that loses contact with the
static local network (server), the cancelled nodes are
considered critical and are defined as follows:

4.2.1. The number of cancelled nodes is added to
the list "CN - Critical Nodes" and the number (ncn) is
determined;

4.2.2. Lists of nodes that lose contact with the
stationary network (server) due to failure of each critical
node are compiled, as well as the number (nocn) and
degrees of importance of them (K, s pnc) are calculated,;

nodes to
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4.3. The value T,y is calculated based on the (6);

5. Critical links are identified and the value Tcrs is
calculated, for which:

5.1.  The links in the network are cancelled one
by one (for this it is enough to select the corresponding
capacity of the nodes forming that link in the matrix equal
to 0) and move on to point 3;

5.2.  If there is a node that loses contact with the
static network (server), the cancelled links are considered
critical and the following are defined:

5.2.1. The number of cancelled nodes is added to
the list "CL - Critical Links" and the number (ncv) is
determined;

5.2.2. Lists of nodes that lose contact with the
stationary network (server) due to failure of each critical
link are compiled, as well as the number (npcn) and
degrees of importance of them (K, s pn¢) are calculated;

5.3. The value Tcws is calculated based on the
expression (7)

6. The Tr fault-tolerance of the topology is
calculated based on the expression (5)

Assess the efficiency of the topology

Topology efficiency is the ability of a network to
perform specified functions in accordance with specified
requirements using a minimum number of tools. This
parameter is proposed to be determined by the ratio of the
minimum number of radio relay stations (obviously this is
nn, when ny>3 and there are usually 2 radio relay sets in each
radio relay stations) required to connect nodes from at least
two directions to the number of radio relay devices used:

nn nn
Er = Nap Ly N(deqN/2l+nex); | (10)
where [deqN /2] - is the minimum number of radio relay
stations (taking into account that it contains 2 sets of radio
relays) required at the i node; n., - is the number of RR
apparatus supplied to the support i node in addition to the
required.

Evaluating Network Topology Performance

In field control points, it is required to provide users
within the established limits with access to information
resources located in stationary centres. In modern times,
the requirement to organize a live video conference for
management staff between control points, as well as the
sending of video images from various surveillance
cameras for users requires high performance of the
information and telecommunications system. Therefore,
it is important to assess the ability to transfer information
from a stationary network to a local area network
established in the field, and to identify a more productive
topology. Itis also necessary to know the time parameters
such as packet latency and response time in order to
provide access to information resources located in
stationary centres for users at the nodes [4].

Depending on the value of the degN of nodes of the
field telecommunication network and the information
transmission capacity of adjected nodes, it is
recommended to select the most suitable node for
integration of the desert telecommunication network into
the stationary network as follows:

1. The minimum information transfer rates required
for node and for the entire network are defined:

Eyour = szuv:1 Ngy * Fry; (11)

and Fsyour = In¥i Fy our-

where ngy - Fgy is the final transfer rate required at the
node for each communication type (ngy is the number of
users in that communication type and Fgzy is the
minimum transmission speed required for one channel in
this type of communication), ny is the number of
reference points.

2. For each node, the maximum speed that a stationary
network can be send to the field telecommunication network
using that it is determined here:

_ ydegN
Fiy = Zj:l Faj s

(12)
where Fy; is the capacity of the connection with the
adjacent node, degN - the number of connections of the
support point with neighbouring nodes.

3. If any node (source) is connected to a stationary
network, the transmission speeds to be provided at each
other node (target) are determined. The Ford-Fulkerson
algorithm can be used for this purpose.

4. The final flow rate to the network is calculated.

5. Nodes that affect the speed of receiving
information in each node from central data sources are
identified.

Conclusion

1. To maximize the stability of nodes in a field
computer network, it is sufficient to install them on two
radio relay apparatuses, each with two sets of radio relays.

2. In order to ensure reliable access to information
resources in the field computer network, each node is required
to be connected to the network from at least two directions.

3. Itisrequired to have spare parts for devices with
a high probability of failure in the radio relay apparatus
and to make the necessary preparations for their
replacement in a short time, as well as to arrange supply
bases in a convenient place to ensure that spare parts and
devices are delivered to the fault point in a short time.

4. The fault tolerance of the topology plays a more
critical role in the field computer network based on radio
relays in terms of network security.

5. Assessing the fault-tolerant of a topology based
on the following critical factors can provide a more
accurate result:

a. The fault tolerance of critical nodes, as well as
the number of nodes that lose contact with the servers in
the event of their failure, the degree of importance of
them and the ratio of the number of total nodes;

b. The fault tolerance of critical links, the
importance and number of support points that lose
contact with servers in the event of their failure, and the
ratio of this number to the total number of support points.

c. The number of nodes with just a single
connection and the ratio of this number to the total
number of all nodes of network, the degree of importance
and the fault tolerance of each, as well as the fault
tolerance of adjected node with it, the fault tolerance of
the link between them.
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6. The Dijkstra algorithm in Graph theory can be
used to identify critical links and points, for which the
appropriate algorithm is presented above.

7. Depending on the node to which the servers are
connected, the speed of data transmission to and from the
field computer network is different and depends on the
bandwidth of links of the nodes with neighbours.

8. The maximum velocities of information flow,
which  can be transmitted individually and
simultaneously to each reference point, are determined
by the Dijkstra algorithm in Graph theory.

9. The delay in the flow of information from servers
to support points varies depending on the chosen route.

10. Depending on the speed and latency
requirements of the information type, suitable routes
should be calculated in advance, and for these routes in
the network devices, appropriate adjustments should be
made.

11. On servers and workstations in communication
centres, appropriate adjustment work should be carried
out taking into account the speed and delay of data
transmission.
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Ouninka HajiiiHOCTi, e)eKTUBHOCTI | NPOAYKTUBHOCTI TOIO.I0TII BilicCbKOBO-110JIbOBOI JIOKATBHOI Mepeski
A. P. Hacrakanos

AHoTamisi. 3anexHO Bil poO3TallyBaHHS BY3JIiB 3B'SI3KY B ITYHKTaX YIPABJIiHHS 1 TOYOK PETPAHCIALIi B HOJILOBUX YMOBax,
0COOJHMBO B TiPCHKHUX palfOHAX, 3HAXOKEHHS TOYOK 3 TIPSMOIO BUMMICTIO i BCTAHOBJIEHHS XOPOIIIOTO PaxiopeNeHOro 3'€THAHHSI
3 CYCiTHIMH BY3JIaMH MOXe OYTH CKJIQJIHUM 3aBIaHHAM. KpiM TOro, B 3ale)XKHOCTI Bifl BUMOT IO IPOIYCKHOI 34aTHOCTI i
cTablIFHOCTI 3B'13KY B MOJILOBHX YMOBaX 4acTO BHHUKA€E CUTYallis, KOJU MOXKHA IOOYIyBaTH MEPEKyY TUNBKA HAa OCHOBI MEBHAX
THUMIB TOMONOTIH. /17151 OiHKK Oe3MeKn TeNeKOMYHIKAI[IITHNX MepeK BiHChKOBOTO IPU3HAYCHHS BaYKJIMBO BU3HAYNTH TaKi Ba)KIINBI
nmapaMeTpH, SK BiIMOBOCTIHKICTh 1 €()EeKTHBHICTh MEPEXi, MPOIyCKHA 3[aTHICTH 1 Yac 3aTPUMKH KaHAJiB 3B'3Ky. Bimomo, mo
HaWOIIbIII 3HAYSHHS IUX MapaMeTpiB JOCATAalOThCS B TOIOJIOTIi MEpexXi THUITy «IIOBHO3B’si3Ha». OHAK HU3bKA €(EKTUBHICTD,
BHCOKE CHEpPrOCHOXUBAHHS, CKIAJHOCTI 3 OE3MEYHNM 1 MPUXOBAHUM PO3MIIIEHHSAM BEJIMKOI KUIBKOCTI TEXHIKH B 30HI OOHOBHX
Iii 1 CKJIaIHICTh 0OCITYrOBYBaHHS, a TAaKOX TOW (akT, 110 pajiopeNneliHuil anaparypa CKIaaeThcsl B OCHOBHOMY 3 2 KOMIUIEKTIB
paniopenefHuX HPUCTPOiB. POONATH LeW THUII TOMOJOTii HEHpHIATHUM JUIsl MONBOBUX Mepex. OTie, BaXINBO BH3HAYMTH
TOTIOJIOTIIO MEPEXi 3 BUCOKOIO CTA0IbHICTIO, BHKOPHCTOBYIOUH MiHIMaJIbHY KUIBKICTh pa/liopesieiiHAX TPAaHCIIOPTHUX 3ac00iB. 3a
BHUIIEBKA3aHI MPUYMHI B CTATTI MPOMOHYIOThCS MAaTEMaTHYHI METOAM PO3PaxXyHKY BiIMOBOCTIMKOCTI 1 eeKTHBHOCTI 00paHOl
TOTIOJIOTi1 MEPEeXi, a TAKOXK BiJMOBOCTIMKOCTI, TIPOITYCKHOI CIIPOMOHOCTI 1 3aTPUMKH TSI KOKHOTO MEPEKEBOTO BY3Ja.

Kno4oBi caoBa: myHKTH ynpaBiiHHS; IPOIYCKHA 3JaTHICTh; CTa0UIBHICTh KaHATY Ta 4ac 3aJePXKKH KaHaJiB 3B'I3KY;
TOTIOJIOTiSI MEPEXK; BiIKa30CTIMKICT Ta €PEeKTUBHICTH TOTIONOTII MEpeX; paJiopeneiiHa amaparypa.

OneHka HaIesKHOCTH, 3P (PEKTHBHOCTH U IPOU3BOAUTEILHOCTH TONOJIOrHH BOCHHO-T0JICBOH JIOKAJIbHOMH CeTH
A. P. Hacrakanos

AHHOTanmus. B 3aBHCHMOCTH OT PacIONIOKEHHUS y3JI0B CBSA3U B IyHKTAX YIPABICHUS U TOUSK PETPAHCISINN B MOJTEBBIX
YCIOBHSAX, OCOOCHHO B TOPHBIX palOHaX, HaXOXKAEHHs Touek ¢ mpsiMod BuamMmocThio (LOS) m ycranoBieHme XOpoIero
paxropeneitHOTo COeMHEHNS C COCETHIMH y3JIaMH MOJKET OBITh CIIOXKHOMU 3amadeit. Kpome Toro, B 3aBHCHMOCTH OT TpeOOBaHUHA
K TIPOITYCKHOI CITIOCOOHOCTH U CTAaOMIIBHOCTH CBSI3M B TIOJICBBIX YCJIOBHUSIX YAacTO BO3HHMKAET CHTYalUs, KOTJAa MOXKHO ITOCTPOHUTH
CeTh TOJIHKO Ha OCHOBE ONPE/CICHHBIX THIIOB TOMOJIOTHM. [IJIsl OlleHKH 0€30MacHOCTH TeJIeKOMMYHHUKAIHOHHBIX CETel BOCHHOTO
HasHA4YC€HHUA BaXXHO ONPEACIIUTb TAaKHMC BaXXHBIC MapaMETphbl, Kak 0TKa30yCTOI\/'l'-[I/lBOCT]> u 3(1)(1)CKTI/IBHOCTI> CE€TH, INpPOIIyCKHasd
CIOCOOHOCTh M BpeMs 3a/Iep)KKH KaHaJOB CBs3U. M3BEeCTHO, YTO HaWOOJBIINE 3HAYCHHS 3THUX MapaMeTPOB JOCTUTAIOTCS B
TOMOJIOTHH CETH THMA <«IOJHOCBs3HAs». OnHako Hu3Kkas 3(QEKTHBHOCTb, BBICOKOE HSHEPromnoTpedieHHe, CI0XKHOCTH C
66301’[aCHl>IM U CKPBITHIM Pa3sMECIICHUEM 0OJIBIIIOTO KOJMYECTBA TEXHUKU B 30HE GOCBBIX ﬂep'[CTBI/Iﬁ H CIIOXXHOCTh OGCJ'ly)KI/IBaHHﬂ,
a TaKkXKe TOT (aKT, YTO pajuopereiiHas anmapaTypa COCTONT B OCHOBHOM M3 2 KOMIUIEKTOB PaJHOpPENeHHBIX YCTPOICTB. JETaloT
3TOT THII TOIIOJIOTMH HETPUTOTHBIM JUIS MOJIEBBIX ceTelf. ClenoBaTeNbHO, BaKHO ONPEIEIUTH TOMOJIOTHIO CETH C BBICOKOI
CTaOMIBHOCTBIO, HCIIOJIB3YS! MUHUMAIFHOE KOJIMYECTBO paJHopeNeHHBIX TPAaHCIIOPTHBIX cpecTB. 1o BeIeyKa3aHHOH NpHIrHE B
CTaThe MpeJIaraloTcsd MaTeMaTHIECKUEe METOIBI pacieTa OTKa30yCTOMINBOCTU B 3(P(hEKTUBHOCTH BEHIOPAHHON TOIIOJIOTUH CETH, a
TaKKe 0TKA30yCTOHYMBOCTH, MPOMYCKHOH CIIOCOOHOCTH U 3a[€PKKHU JUIs KaXJIOTO CETEBOro y3ia.

KnwueBsie caoBa: IIYHKTBI YIPABJICHUS ; IIPOITyCKHAS CHOC06HOCTL; CTaOMIIBHOCTH KaHaJa ¥ BpEMs 3aICPKKH KaHAJIOB
CBSI3H,; TOIOJIOTHSI CETH, OTKaSOyCTOﬁqHBOCTL u 3(1)(1)CKTI/IBHOCTI) TOIIOJIOTUH CETH, pamzlopeneﬁHaﬂ arnmaparypa.
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