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METHOD FOR DETERMINING THE SEMANTIC SIMILARITY OF ARBITRARY
LENGTH TEXTS USING THE TRANSFORMERS MODELS

Abstract. The paper considers the results of a method development for determining the semantic similarity of arbitrary
length texts based on their vector representations. These vector representations are obtained via multilingual Transformers
model usage, and direct problem of determining semantic similarity of arbitrary length texts is considered as the text
sequence pairs classification problem using Transformers model. Comparative analysis of the most optimal Transformers
model for solving such class of problems was performed. Considered in this case main stages of the method are:
Transformers model fine-tuning stage in the framework of pretrained model second problem (sentence prediction), also
selection and implementation stage of the summarizing method for text sequence more than 512 (1024) tokens long to
solve the problem of determining the semantic similarity for arbitrary length texts.
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Introduction

One promising approach for solving the problem of
finding semantic similarity in text analysis is an approach
based on using pretrained Transformers models in the
Deep Learning methodology framework [1]. In this
paper, following Transformers-based models are
researched: the BERT model (Pre-training of Deep
Bidirectional Transformers for Language Understanding)
for 104 languages [2]; DistilBERT model for 104
languages, which is a lightweight version of BERT that
works faster by 60% and retains more than 95% BERT
characteristics, measured with GLUE test (General
Language Understanding Evaluation) [3]; XML model
for 100 languages [4]. One of the limitations of all
presented models is the tokenized text input sequence
length — no more than 512 (1024) tokens.

The most common approach for solving semantic
similarity determination problem of arbitrary length
texts using Transformers model is an approach based on
sliding window arbitrary length vector representation
with subsequent formation and similarity degree
determination of the received compressed vector
representations. This study proposes the problem
solution implementation of multilingual texts semantic
similarity determination using pretrained multilingual
Transformers model second problem (sentence
prediction problem).

The main approaches for solving directly the
problem of overcoming the input sequence length are
approaches based on truncation methods (selection of
the first or last sequence fragments 512 (1024) tokens
long, combining first and last sequence fragment, but no
more than 512 (1024) tokens in total) or hierarchical
methods (for example, with combining latent states of
the all fragments from the sequence) [5]. However,
application of given approaches can lead to the
contextual dependency loss of most significant words
(phrases and sentences, respectively) in text sequences,
which in its own turn may drastically affect semantic
similarity determination quality of analyzed texts. Thus,

there is a Transformers model application problem for
the texts longer than 512 (1024) tokens with
provisioning of contextual dependency maximum
preservation for most significant words in text
sequences with the goal to effectively determine
semantic similarity of arbitrary length texts. Given basic
summarizing approach, extractive and abstract
generalization approaches are analyzed in the paper.
Literature analysis. In this section papers are
considered which have various research results presented
regarding Transformers-based models’ usage for solving
semantic similarity determination problem of texts. So, in
the papers (S. Olizarenko, V. Argunov, 2019) news
content semantic similarity determination possibilities are
researched with the usage of pretrained multilingual
BERT model first problem (word masking problem) [1].
In the paper (Yang et.al., 2019) [6] multilingual universal
sentence encoder for semantic retrieval is considered for
16 languages in the sentence embedding model family of
universal sentence encoder (USE) (Cer et al., 2018) [7].
Given  models  represent  CNN  architecture
implementation (Kim, 2014) and Transformer (Vaswani
et al.,, 2017) [8, 9]. In paper (Lee, 2019) multilingual
similarity search implementation is proposed with LTSM
bidirectional coder usage and preliminary preparation
based on LASER (Language-Agnostic SEntence
Representations) [10, 11]. In paper (Chi Sun et al., 2019)
experiment results are provided regarding various BERT
fine-tuning methods for text classification problems,
including ones in the text semantic similarity
determination context [5]. The publication (Nils Reimers
et al., 2019) presents Sentence-BERT (SBERT) model,
which is a modification of pretrained BERT network, that
uses conjoined and triplet network structures in order to
obtain  semantically meaningful vector sentence
representations to be compared using similarity cosine
[12]. In the paper (Manish Patel, 2019) semantic-oriented
search system is developed, which uses BERT inclosures
and additional neural network for similarity estimate
finding with subsequent document ranking, in order from
most meaningful to least meaningful document [13]. In
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the paper (Han Xiao, 2019) search system is developed,
which uses BERT inclosures and cosine similarity to
compute query and document similarity estimate [14]. At
the same time, efficient processing questions of arbitrary
length texts in these works were not considered.

Purpose of paper. Development of a method,
essence of which is the preliminary generalization
(automatic summarization) of the arbitrary length
compared texts based on machine learning method and
subsequent direct determination of their semantic
similarity within the framework of the text sequence
pairs classification problem solving (the predicting
sentences problem) using a pretrained and fine-tuned
Transformers model.

Main part

In this paper the semantic similarity determination
problem of arbitrary length texts is considered as the
problem of text sequence pairs classification problem.
In accordance with given problem statement, method
development procedure for semantic similarity
determination of arbitrary length texts using
Transformers models is presented, in the form of the
following main stages:

1) Software module architecture definition for
semantic similarity determination of arbitrary length texts;

2) Basic summarizing method of text sequence
more than 512 (1024) tokens long for semantic
similarity determination of arbitrary length texts
problem solving;

New text

3) Application possibilities analysis of various
Transformers model types (BERT, DistilBERT and
XML) for texts semantic similarity determination.

4) Transformers model fine-tuning (BERT,
DistilBERT and XML) to solve the text sequence pairs
classification problem;

5) Tuning results analysis and basic Transformers
model choice for semantic similarity determination
problem solution of arbitrary length texts based on their
summarization results.

Schematically semantic similarity determination of
arbitrary length texts software module is presented in
Fig. 1. In accordance to given schema, software module
comprises two main blocks:

1) Summarization block of text sequence no more
than 254 tokens long (for considered in the paper
BERT, DistilBERT and XML models);

2) Fine-tuned multilingual Transformer model for
sequence pairs classification problems.

Generalization is the task of reducing the text to a
shorter version, decreasing the size of the original text
while retaining the key information elements and
content meaning. The main summarization problem in
this study was to generalize a text sequence of no more
than 254 tokens long (for the BERT, DistilBERT and
XML models considered in the paper) for subsequent
representation as single sequence from input pair for
corresponding multilingual model. Several models of
summarizers were analyzed, among which following
were selected:
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Fig. 1. Software module schematic representation for semantic similarity determination of arbitrary length texts

1) As extractive models — LSA, KLS, LexRankS
and TextRank;

2) As abstract models — based on Transformers
T5, mT5 and Pegasus, available in the Hugging Face
library for TensorFlow [15].

In particular, mT5 model is a multilingual version
of the English T5 model, trained on multilingual dataset.

With the help of this multilingual model actually the
abstract summarization (generalization) problem is
solved for a multilingual text (at the moment the main
limitation is the size of the input text).

Models were evaluated using English documents
and their performance was compared by their ROUGE
score. Based on the results, a decision was made to use
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the latent semantic analysis (LSA) model as an
extractive model and the mT5 model (a massively
multilingual pretrained text-to-text transformer).

In this paper three Transformers models are
considered (BERT, DistilBERT and XML) for the
semantic similarity determination of texts, available in
Hugging Face library for TensorFlow [15]. Multilingual
model BERT (trainable parameters 177,854,978) for
104 languages is a bidirectional converter, preliminarily
trained using the combination of target simulation
utilizing masked language modeling (MLM) and next
sentence prediction (NSP) [2]. While training NSP in
the BERT model, a specialized token (CLS) was used as
a sequence for prediction results estimation. In given
paper this token (first token in the sequence) is used to
solve the classification problem of text sequence pairs
for all Transformers models. Multilingual DistilBERT
model (trainable parameters 135,326,210) for 104
languages is a lightweight BERT version, operating
faster by 60% and retaining more than 95% of BERT
performance, measured in GLUE test (General
Language Understanding Evaluation) [3]. Multilingual
XML model (trainable parameters 571,499,522) for 100
languages is a pretrained Transformer model using one
of the following objectives [4]:

1) a causal language modeling (CLM) objective
(next token prediction);

2) a masked language modeling (MLM) objective
(BERT-like);

3) a Translation Language Modeling (TLM) object
(BERT MLM extension for multiple language inputs).

Thus, XML model is not directly trained for NSP,
unlike BERT and DistilBERT models. By the way,
input data format for XML model, like in BERT model,
ensures encoding of two different sequences in the equal
input identifiers (token type IDs). At the same time
input data format of DistilBERT model does not have
token type IDs. That is, the given model does not
indicate, which token belongs to which text sequence
segment. To solve this problem, DistiBERT model
segments are simply separated with the help of a special
token (SEP) (same as in BERT model).

As part of the study, for the text sequence pairs
classification problem Transformers model adopt final
latent state s.

As the activation function of the fully connected
classifier layer, a softmax function is used to predict the
probability p towards the class label [ [17]:
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p(l|s) = softmax(Ws),. Q)

where Ws — resulting tensor of the latent state s.

Fine-tuning of Transformers models (BERT,
DistilBERT, XML) for text sequence pairs classification
problem solving was carried out with the MRPC
dataset. Paraphrasing detection is a problem of studying
two text objects and determining whether they are the
same value. In the general case, for obtaining high
accuracy while solving this problem, both syntactic and
semantic thorough analysis of two text objects is
required. Based on paraphrasing style, paraphrases can
be distributed into five types [17]. In the framework of
this study given the text semantic similarity
determination context special meaning has fifth
paraphrase type (complex paraphrase).

Fine-tuning results of multilingual Transformers
models (BERT, DistilBERT, XML) are presented in the
Fig. 2-4 and Table 1 [18].

Fig. 2 chart analysis shows that already at the third
training epoch for all models discrepancy happens
between “validate loss” and “validate accuracy” values.
That is, for the given models fine-tuning process up to
two training epochs is enough using corresponding
dataset.

Table 1 data analysis demonstrates that the BERT
model has the highest F1-score values according to the
multilingual Transformers models fine-tuning results for
solving the text sequence pairs classification problem
using MRPC dataset. At the same time precision
measure values for DistilBERT and XML models are
very close.

This is in a view of the fact that XML model has 4
times more trainable parameters than DistilBERT.

Table 1 — F1-score values based on the fine-tuning results

Model F1-score
no similar 0,82
BERT similar 0,92
accuracy 0,88
no similar 0,74
DistilBERT similar 0,90
accuracy 0,86
no similar 0,76
XLM similar 0,91
accuracy 0,86
MAccuracy over training epochs
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Fig. 2. Plots of error and accuracy of training for BERT

128


https://arxiv.org/abs/2010.11934
https://arxiv.org/abs/2010.11934

ISSN 2522-9052

CyuacHi inpopmariiiai cuctemu. 2021. T. 5, Ne 2

Loss over training epochs

=@~ train
08 validation

06

Accuracy over training epochs

100 —0- train

validation

095

090

083

Accuracy

080

075 )‘#
070

Epoch

Fig. 3. Plots of error and accuracy of training for the DistilBERT model
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Fig. 4. Plots of error and accuracy of training for the XML model

So, when there are no hardware limitations for
solving the multilingual news contents semantic
similarity determination problem, the most effective
way is to use multilingual BERT model. If there are
restrictions, it is best to use multilingual DistilBERT
model. The application of XML model for solving the
given class of problems within the framework of the
first approach is not very effective, since this basic
model was not trained using the next sentence
prediction target.

Conclusions

This paper describes a developed method of
arbitrary length text semantic similarity determination
based on text sequence pairs classification problem
solving using Transformers model.

A feature of the given method implementation is
the preliminary text processing more than 512 (1024)

tokens long with the intellectual text summarizer
application and subsequent usage of fine-tuned
Transformers model for the text sequence pairs
classification problems. Latent semantic analysis (LSA)
model as extractive model and mT5 model (a massively
multilingual pre-trained text-to-text transformer) as
abstract model were used to perform summarization
tasks.

Studies have shown that BERT model usage is the
most effective as classification model when there are no
hardware limitations.

When there are constraints, DistilBERT model
usage will be the most effective.

The benefit of the given method is, above all, the
possibility to overcome input sequence restrictions
while determining semantic similarity of the texts in
combination  with  the  fine-tuned  pretrained
Transformers model advantages utilization.
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MeToa BU3HAYEHHSI CEMAaHTHYHOI MOAIOHOCTI TEKCTIB J0BIJILHOI JOBKUHHI
3 BUkopuctanusam moaeseii Transformers

C. A. Onizapenko, B. O. Paguenko

AHoTanisi. B po6OTi po3mIAHYTI pe3yabTaTH PO3POOKH METOAY BH3HAYCHHS CEMAHTHYHOI MOIOHOCTI TEKCTIB JOBITBHOT
JOBKMHU Ha OCHOBI 1X BEKTOPHHUX ysBJIEHb. [Ipy IbOMY BEKTOPHI ySBJIEHHS OTPUMaHi 3 BUKOPUCTAHHIM MYJIbTHMOBHOI MOJIeli
Transformers, a 6e3mocepeIHEO 3aB/IaHHS BU3HAYESHHS CEMAaHTHYHOTO MOAIOHOCTI TEKCTIB JOBUTHHOT JOBKHHH PO3TIISIAETHCS K
3ajada KIacuQikamii map TeKCTOBHX IMOCIITOBHOCTEH 3 BUKOpPHCTaHHAM Mozeni Transformers. BukoHaHo mopiBHIBHUHN aHAaTi3
HaiOuTem ontuManbHOI Moxeni Transformers /i BupimieHHS IaHOTO Kiacy 3amad. OCHOBHUMH €TallaMi METOIy NpU IbOMY
PO3TIIANAIOTEC eTan TOHKOi HacTpoiika mozeni Transformers B paMkax ApYroro 3aBIaHHS NpeIHABUCHPI MOJIeEINi (3aBIaHHS
MIPOTHO3YBAHHS TPOMO3HILIii), a TAKOXK eTan BUOOpY 1 pearizalii MeToay cyMmapizallii TeKCTOBOi IOCIiZOBHOCTI JOBXHHOIO
nonan 512 (1024) TokeHiB /1 BUPIIICHHS 3aBAaHHs BU3HAYCHHS CEMAHTHYHOTO MOAIOHOCTI TEKCTIB TOBUIBHOT TOBXKHHU.

Kaw4doBi cioBa: TekcT; MOBUTbHA JOBXKWHA; CEMAaHTUYHA MOMIOHICTh; BEKTOPHE MOJAHHS; MoJenb Transformer; ToHKe
HaJaroKEHHS.

Mertoa onpeesieHUsi CEMAHTHYECKOT0 MOA00UsI TEKCTOB NMPOU3BOJILHOM VIMHBI
¢ ucnoab3oBanueM moaeaei Transformers

C. A. Onmmzapenko, B. A. Paguenko

AHHOoTanms. B pabote paccMOTpeHbI pe3yabTaThl pa3paboTKy METO/1a ONpPEeIeH s CEMAHTHIECKOTO MOJ00MS TEKCTOB
MPOU3BOJBHONW JUIMHBI Ha OCHOBE WX BEKTOPHBIX MpeacTaBieHHH. [IpH 3TOM BEKTOpHBIC NPENCTABICHUS MOIYyYEHBI C
HCTIOJIb30BAaHUEM MYIBTHA3BIYHON Mojenu Transformers, a HEmOCPEICTBEHHO 3a7ada OMpEAEICHHUs] CEMAaHTHYECKOTO MOJO0HS
TEKCTOB MPOU3BOJBHOW JUIMHBI paccMaTpHBaeTCs KaK 3ajada KIACCHOUKAIMK MMap TEKCTOBBIX ITOCIIEIOBATEILHOCTEH C
HCTONB30BaHueM Mozenu Transformers. BEITOMHEH cpaBHUTENBHBINA aHAN3 HanOOJIee ONTUMAaIbHOM Moaenu Transformers mst
pelieHrs JaHHoro Kiacca 3a1a4. OCHOBHBIMH 3TalaMH METO/a MPH 3TOM PAacCMATPUBAIOTCS 3Tall TOHKOW HACTPOMKAa MOZIEIH
Transformers B pamkax BTOpOH 3ajaudl NpenoOydeHHOH Mojenau (3aaud MPOTHO3MPOBAHMS MPEUIONKEHHI), a TaKKe JTall
BBIOOpA U peATH3aliK METO/1a CyMMapH3allii TeKCTOBOM MMOCIIEI0BAaTENbHOCTH JTHHON Gonee 512 (1024) TOKSHOB AJIs PeleHUs
3aJa4y OTPENeNICHUS CEMaHTUYECKOT0 MOJ00US TEKCTOB POU3BOJIBHOM UTHHBIL.

KiaruyeBble cJOBa: TEKCT, NPOU3BOJIbHAS JUIMHA; CEMaHTHYECKOE MOAOOHE; BEKTOPHOE MPEACTABICHHUE; MOJCIb
Transformer; Tonkas HacTpoiika.
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