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RESEARCH OF THE METHOD OF INCREASING THE OBJECT DETERMINATION
ACCURACY ON THE LOW-RESOLUTION VIDEO STREAM

Abstract. Study subject. The article proposes and investigates a method for increasing the accuracy of determination of
the distance and the obstacle geometric parameters based on object contours determination using a computer vision system
that uses low-resolution sensors. The goal is the effectiveness evaluation of the proposed method. Tasks: to conduct
experimental researches of the quality indicators of the method of increasing the object contours determination accuracy;
evaluate the effectiveness of this method. Used methods: statistical modeling, laboratory scale tests. The obtained results:
the analysis of the proposed method efficiency was carried out and the influence of this method on the determination accuracy
of the distance and object geometric parameters was evaluated. Conclusions: the considered method made it possible to
achieve the increasing the determination accuracy of the distance and geometric object parameters by compensating for image
blur using the Lucy-Richardson deconvolution algorithm. The obtained data showed a decrease in the maximum error in
determining the distance from 8% to 4% and the error in the geometric object parameters from 7.7% to 5.8%. The
implementation of this approach was carried out in the Python programming language.
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systems.

Introduction

There are several ways to obtain initial information
about the behavior and state of the study objects in
modern video monitoring and automated control
systems: a multi-sensor approach (stereovision), building
an image perspective, the use of fixed cameras and
additional object illumination, etc. Each of the presented
techniques may well be used in practice, depending on
the problem [1, 2].

For the considered problem of the necessary
parameters determination, namely the distance to the
object and the geometric object parameters, it is
necessary to determine the object contours in the image.
The accuracy of the object contours determination is
directly proportional effect on the determination
accuracy of the distance and geometrical object
parameters. In turn, the accuracy of contours determining
decreases with the distance increasing between the sensor
and the object, as the distance increases lost focus sensor
and the image becomes blurred, which makes the exact
determination circuit [3, 4].

Objective. Effectiveness evaluation of the method
for increasing the determination accuracy of the distance
and geometric obstacle parameters by using the Lucy-
Richardson deconvolution algorithm that can avoid
accuracy loss with increasing distance between the
sensor and the object.

Image blur level determination

The approach is based on the level determination of
the image blur. Since this parameter indicates data loss,
namely the loss of accuracy in the object contours
determination that causes an error in calculation the
distance and geometric obstacle parameters [5-7].

The Laplace kernel is used to determine the level of
the image blur, which is represented by the following
matrix:

0 1 0
[1 -4 1].
0 1 0

This approach is used to determine the image
boundaries and is a discrete analogue of the Laplace
filter.

Since the image is in “2D” format, and for this it is
necessary to take the derivative in both dimensions and
for this the Laplace operator will be used:

2 2
Laplace(f) = ZT]; + ZTZ .

Laplacian extracts image areas that contain fast
intensity changes, much like the Sobel and Scharr
operators. Like these operators, Laplacian is often used
for edge detection. It is assumed that if the image contains
a large dispersion, then there is a wide variation of
responses as the boundary, and not extreme, representing
a normal-focus image. But if there is a very low
dispersion, then there will be a small variation of
responses, indicating that the image has very small
margin. As you know, the more blurry the image, the less
margins [8, 9].

To implement this method it is necessary to take the
image channel presumably shades of gray and produce
convolution using the Laplace kernel presented above,
and then obtain the response variance. The obtained
dispersion will be used as an estimate of the image blur
[10, 11].

In implementing this approach, it was used
designed interface, which allowed to carry out
measurements on a series of images to determine the
level of blur images. In turn, the images were taken at
different distances from the object, to obtain the blur
level changes depending on the distance to the object
changes. Below is a set of measurements from the six
images taken at different distances, namely from 0.5 m to
3 m, with a step 0.5 m (Fig. 1).
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Fig. 1 Set of images for determining the blur depending on the distance:
a— is the distance 0.5 and 1m; b — is the distance 1.5 and 2m; ¢ — is the distance 2.5 and 3m

The Table 1 below shows the dispersion values
obtained because of measurements. Below is a plot of the
dispersion versus distance (Fig. 2).

Table 1 — Dispersion level measurement results

Distance 0.5 1 15 2 25 3

Dispersion | 1064.46 {1105.43|1082.98|81686|764.70|794.96

Plot of blur level versus distance
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Fig. 2. Graph of dispersion versus distance to the object

As seen from the graph, the least blurry image
obtained at a distance of 1m from the sensor. Therefore,
this value will be the reference, i.e. all changes from this
value will be subject to additional adjustment.

Image Blur Compensation Method

As mentioned above, image blurring changes in
proportion to the distance from the sensor to the object.
Especially this dependence is manifested on the sensors
with low bandwidth. In turn, this affects the subsequent
measurements of parameters such as the distance and the
geometric object parameters, since the object contour in
the image is blurred and becomes not exact.

It is proposed to use the Lucy-Richardson
deconvolution algorithm to compensate for image blur.

When an image is created with the optical system
and detected, e.g., with photographic film or a charge-
coupled device (CCD), it inevitably is blurred, with the
ideal point source does not appear as a point, but extends
into the so-called point spread function. Extended
sources can be decomposed into the sum of many
individual point sources, so the observed image can be
represented by a transition matrix p, acting on the
underlying image:

di=XpijY,
where p; ; is the intensity in a pixel of the underlying
image and w; is the detected intensity in a pixel.

In general, the matrix describes the part of the light
from the original pixel j, which is detected in a pixel i. In
most good optical systems (or, in general, linear systems
that are described as being shear invariant), the transfer
function p can be expressed simply by the spatial
displacement between the original pixel j and the
observation pixel i: w;jd;ip; ;:

pij=PU—J),
where P(Ai) is called the point spread function.

In this case, the above equation becomes a
convolution. It was written for one spatial dimension, but
most imaging systems are two-dimensional, with the
source, detected image and the point spread function
having two indexes.

Thus, the detected two-dimensional image is a
convolution of the underlying image with the two-
dimensional point spread function P(Ax, Ay) plus added
detection noise.

In order to estimate, given the observable and
known P (Aix, Ajy), we use the following iterative
procedure, in which the estimate which we call for the

iteration number t, is updated as follows: ujdiujﬁft)
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i

Ci = XjDbi; ﬁ,@-

Empirically, it has been shown that if this iteration
converges, it converges to a maximum likelihood
solution for w;. Let us write this more generally for two
(or more) dimensions in terms of convolution with the
point spread function P:

A(t+1) _ (), d
L

where

QP ).

~(t)
uj QP

Based on this method, a number of measurements
were carried out with measurements of the dispersion
level before and after applying the method [12]. Below
in Fig. 3 shows the results of using this algorithm for the
studied image.

Below there are the results of using the algorithm
for images at different distances, namely 0.5m to 3m in
0.5m steps. Fig. 4 shows the images numbers at different
distances. After processing by the algorithm, the interest
areas in the image were highlighted for clarity. As you
can see from the object image the blur significantly
decreased. Comparison of the algorithm results is
presented in the Table. 2.
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Fig. 3. The result of the Lucy-Richardson algorithm for blur compensation:
a — is the original image, b — is the increased area of interest for clarity

Qrighead Data

Restoeation Gying

gl Dats

Origin Data

e ing
N Fichardson-Lucy
~ —

Fig. 4. Images numbers of the algorithm application

Table 2 — Comparison of indications dispersion (blur level) before and after the application

of the Lucy-Richardson deconvolution algorithm

Distance Dispersion level without applying the algorithm Dispersion level with applying the algorithm
0.5m 1064.46 3671.48
1.0m 1105.43 3221.33
1.5m 1082.98 3600.89
20m 816.86 2853.67
25m 764.70 3254.07
3.0m 794.96 2859.61
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As can be seen from the results obtained and the plot
shown in Fig. 5, the dispersion value of the processed
images has increased several times. This means that the
image clarity is significantly increased which positively
affect the further determination of the object contours, of
distance calculations and object geometrical parameters.
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Fig. 5. A plot of the dependence of the blur level on the
distance: the solid line represents data of the original image;
stroke line represents the processed image

Study of the accuracy determining
the distance to the object

To study the effect of this method on the accuracy
determining the distance to the object, a number of
measurements were carried out.

The first step of this study was to measure the
distance without blur compensation in the image. As
before, the study is carried out in the laboratory using a
black square screen, on which is placed a red square label
in size 10 cm [13, 14].

Below is a table and graph of experimental
measurements and comparisons with the actual distances
(tabl. 3). From the obtained results, it is evident that the
peak error in determining the distance was more than 8%
at a distance of 2.5 m.

The next stage of the study was to determine the
distance of the images with blur compensation. Below in
Fig. 7 shows the results of measurements carried out on
the image with blur compensation. A complete list of
measurements is shown in Table 4.

Using this approach achieved to increase the
accuracy of measuring the distance to the object.
Comparison of the results is shown in Table 5 and Fig. 8.
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Fig. 7. The measurement results of compensated blurring images

Table 3 — Distance measurement results without blur compensation

Actual distance 50 cm 100 cm 150 cm 200 cm 250 cm 300 cm

Measured distance 49 cm 94 cm 142 cm 210 cm 271cm 315¢cm

Error 2% 6% 5.4% 5% 8% 5%
Table 4 — Measurement results of the distance to compensate blurring

Actual distance 50 cm 100 cm 150 cm 200 cm 250 cm 300 cm

Measured distance 50 cm 96 cm 147 cm 201 cm 254 cm 305 cm

Error 0% 4% 2% 0.5% 1.6% 1.6%
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Table 5 — Comparison of the results of measuring the distance to the object

Actual distance 50 cm 100 cm 150 cm 200 cm 250 cm 300 cm
Measured distance (without compensation) 49 cm 94 cm 142 cm 210 cm 271 cm 315¢cm
Measured distance (with compensation) 50 cm 96 cm 147 cm 201 cm 254 cm 305cm

Plot of Measurements
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«Color Dodge» mode.

In Color Dodge overlay mode the lower
layer is divided into an inverted upper layer. This
lightens the lower layer depending on the value
of the upper layer: the brighter the upper layer,
the stronger it affects the color of the lower layer.
Mixing of any color with white gives white color,
mixing with the black does not change the image.
The operation is irreversible due to possible
reflections clipping (clipping occurs in the same
range as for Linear Dodge.). When the upper
layer comprises a uniform color, this effect is
equivalent to change the white point on the
inverted color. The perceived contrast increases
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Fig. 8. Graph of comparing the measurement results

(the solid line represents a graph of measurements without
blur compensation, and a dash line — with blur compensation)

As seen from the obtained results, the increase in
accuracy made it possible to reduce the measurement
error from a maximum error of 8% before blur
compensation, to a maximum error of 4% after
compensation.

However, there is a disadvantage of this method,
which consists in the fact that for the application of this
method it is necessary to use an image reduced to
grayscale. To do this, the original image, which has three
dimensions, need to be converted to grayscale, which in
turn is one-dimensional.

However, the inverse transform to produce is not
possible, because we do not know which of the channels
belong to values for color restoring.

Thus, there is a problem with color detection, used
to determine the object in the frame.

To solve this problem, we used various methods of
overlay images, namely, the original image has been

when there is no cut-off.

Thus, it was possible to return the color to
the image and not lose sharpness after processing
by the method deconvolution Lucy-Richardson.
However, the original color of the image has
been lost, so the functions to change the
brightness and contrast were also used.

T
300

Study of the accuracy of determining
the geometric object parameters

The next step in analyzing the effectiveness of this
approach is to measure the geometric object parameters.
The study was carried out by analogy with measuring the
distance to the object.

First, the measurements were made of the object
sizes at no handles images, i.e. without blur
compensation. The obtained measurement parameters
are presented below in Table 6 and in Fig. 9.

As seen from the obtained results, the peak error in
determining the geometric parameters is 7.7%.

In the next step the measurements of geometric
object parameters on images with blur compensation.
The results are shown below in Fig. 10 and Table 7.
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Fig. 9. Measuring of the geometric object parameters on the image without blur compensation
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Table 6 — The results of measuring the geometric object parameters in the image without blur compensation

F RS HOES

Distance 50 cm 100 cm 150 cm 200 cm 250 cm 300 cm
(';’i'ftii‘g:d 100x1043 | 106x1094 | 1017x10.73 | 95x994 | 92x10.46 | 9.51 x9.82
Error 2.15% 7.7% 45% 0.5% 1.6% 3.35%
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Fig. 10. Measuring the geometric object parameters on the image with blur compensation

Table 7 — Measuring of the geometric object parameters on images with blur compensation

Distance 50 cm 100 cm 150 cm 200 cm 250 cm 300 cm
gf;aazucr:d 9.97x 1048 | 1034x10.82 | 1019x10.83 | 9.93x103 | 9.84x 1037 | 9.81x9.87
Error 2.55% 5.8% 51% 0.5% 2.65% 1.6%

As can be seen from the obtained results, it shows
that the peak error has been reduced to 5.8%. However,
in some cases, the error increased, what could affect
intermediate image is converted to grayscale and restore
images that distort the brightness and contrast, and affect
the accuracy of determining the geometric object
parameters.

Conclusion

Studies using the deconvolution Lucy-Richardson
algorithm to compensate for image blur, provided data
that allow a comparative analysis of the parameters for
measuring the distance to the object and the geometric
object parameters.

The use of the Lucy-Richardson deconvolution
algorithm made it possible to halve the peak error in
determining the distance from 8% to 4%, and the average
error rate was 1.6%. The conducted experiment of
measuring the geometric objects parameters to reduce the
peak bit error from 7.7% to 5.8%, and the average error
was 3.03%.

To record the experimental data through a camera
with a resolution of 640x420 pixel for the demonstration
this approach most clearly.

In addition, this approach can be used on cameras
with higher resolution, such as aerial photographs, which
will increase the accuracy of determining the objects size
and the height calculation.
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JocainzkeHHs MeTOAY MiIBUILEHHS TOYHOCTI BU3HAYEHHs 00'€KTa
Ha BileonoToui HU3bKOI Po3AiTbHOI 31aTHOCTI

B. L. Bapcos, O. 0. Kocrepna, O. B. [Inaxotauit

Anoranisi. IIpexmMer BUBUeHHSI. Y CTAaTTi NPOMOHYETHCS 1 JOCIIDKYETBCSI METO]| MiZABUIIEHHS TOYHOCTI BU3HAYECHHS
BiZICTaHi i TEOMETPUYHUX TapaMeTpiB MEePEeIIKOI1 Ha OCHOBI BU3HAYEHHSI KOHTYPIB 00'€KTa 3a JONOMOI'OI0 CUCTEMH TEXHIYHOTO
30py 3 BUKOPUCTAHHSIM JATYHMKIB HU3BKOIO PO3IITIBHOIO 3J1aTHICTIO. MeTor0 € OIiHKa e()eKTUBHOCTI 3allPOIIOHOBAHOTO METOJY.
3aBIaHHS: IPOBECTH €KCIIEPUMEHTANIBHI JOCIIPKEHHSI, TOKa3HUKIB SIKOCTI METO/Ty IiJBUIIEHHS] TOYHOCTI BU3HAYCHHS KOHTYPIB
00'ekTa; OLIHUTH e()EeKTUBHICTh POOOTH TaHOTO MeToy. BHKOpHCTOBYBaHI MeTOM: CTAaTUCTUYHE MOJAEIIOBAHHS, J1ab0OpaTOpHi
HaTypHi BUIpoOyBaHHsA. OTpUMAaHi pe3yJbTaTH: IPOBEICHO aHAII3 e()eKTHBHOCTI pOOOTH 3aIPOITOHOBAHOTO METO/Y i OIIIHEHO
BIUTMB JTAHOTO METOJY Ha TOYHICTh BH3HAYEHHs BiJICTaHI i TCOMETPHYHMX IapaMeTpiB 00'ekra. BucHOBKH: PosrisHyTHii MeToxn
JIO3BOJIMB OTPUMATH IiJBUIIEHHS TOYHOCTI BH3HAYECHHS BiJCTaHI i TE€OMETPHUYHUX MapaMeTpiB 00'€KTa MUIIXOM KOMIIEHCAIil
PO3MHUTTS 300pake€HHS, 3a JOIIOMOTOI0 alTrOpUTMy AeKOHBYIsmii Jlroci-Piwapmcona. OTpumaHi aHi TOKa3ald 3HMKEHHS
MaKCHUMaJIbHOT TOMMJIKHM BU3HAYCHHS BiIcTaHi 3 8 10 4% i MOMUIIKY TeOMETpUYHHX NapameTpiB o0'ekrta 3 7,7 1o 5,8%. Peanizanis
JIAHOTO ITi/IX0ly BUKOHYBasacs Ha MOBi IiporpamyBanHs Python.

Kaw4doBi ciioBa: CTepeocKomiyHi CHCTEMH TEXHIYHOTO 30py; BH3HAUEHHS BIJICTaHi; BU3HAUCHHS TEOMETPHYHUX
rmapameTpiB; OIHOKYJIAPHI CHCTEMH TEXHIYHOTO 30DY.

HccaenoBanme MeToaa NOBbIMIEHUSI TOUHOCTH onpeaejgeHust o0beKTa
HAa BUACONMOTOKE HU3KOI0 paspeiiceHust

B. U. Bapcos, E. 0. Kocrepnas, A. B. [Inaxorauit

Annortanus. Ilpenmer wu3ydenmsi. B cratpe mpemmaraercs W HCCIEIyeTcss METOX MOBBIMIEHHS TOYHOCTH
OTIpeAeNICHUs PACcCTOSIHUA M T€OMETPHUYECKHX ITapaMeTpOB IPENsSTCTBUS Ha OCHOBE ONpEAeTeHUs KOHTYpPOB OOBEKTa C
MTOMOIIBI0 CHCTEMBI TEXHHYECKOTO 3PEHUS HCIOJB3YIOMeH NaTYMKH HHU3Koro paspemeHus. Llejablo sBisercs omeHka
3¢ (GEeKTUBHOCTH IpEeAIaraéMoro MeToja. 3aAa4uM: MPOBECTH IKCICPUMEHTANBHBIE HCCIEJOBAHNUs, MOKa3aTele KauecTBa
METOJa TMOBBIIICHUS] TOYHOCTH OIPEJACICHUS KOHTYpOB O0BEKTa; OLCHUTh 3(P(PEeKTHBHOCTH pabOTHl JAaHHOTO METOja.
Ucnonb3lyemMble MeTOABI: CTAaTHCTHYECKOE MOJCIUpPOBAHME, JIaOOpaTOpHBIE HaTypHble wHcnbiTaHus. IlosrydeHHBIE
pe3yJbTaThl: IpoBeeH aHanu3 3G GEeKTUBHOCTH pabOThl MPeIaraeMoro MeTo/ia M OLIGHEHO BIMSHHE JaHHOTO METOJAa Ha
TOYHOCTb ONpEEICHHS PACCTOSHUSA U '€OMETPUUECKUX MapaMeTpoB 00bekTa. BriBoabl. PaccMOTpeHHBIN METO MO3BOJIIII
JNOOUTHCS TOBBIMICHUS TOYHOCTH OMPEENICHUs] PACCTOSTHHS M T€OMETPHUECKUX ITapaMeTpOB 00BEKTa IIyTeM KOMIIEHCAIUH
pa3MBITHST W300pa’keHHs], ¢ MMOMOINBIO aNropuTMa AeKoHBymsaHuu Jliocu-Puuapncona. IlomydeHHble maHHBIE ITOKa3ann
CHIDKEHUE MaKCHUMAaJIbHOH ONIMOKH OMpEeeNIeH s pacCTOSHUS ¢ 8 10 4% M OMHUOKH TeOMETPUIECKIX MapaMeTpoB 00BEKTa
¢ 7,7 no 5,8%. Peanu3zanus AJaHHOTO MMOJX0/[a BBINOJHIACH HA sA3bIKE IporpaMmmupoBanus Python.

KnwueBsie caoBa: CTEPCOCKOIMUYCCKHUE CUCTEMbI TEXHUYCCKOTO 3pCHUA; ONIPCACICHUSA PACCTOAHUA; ONIPEICIICHUEC
rCOMCTPHUYCCKHUX MAPaAMETPOB; MOHOKYJIIPHBIC CHCTCMbI TCXHHUYCCKOTO 3PCHMUS .
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