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**STRUCTURAL OPTIMIZATION IN A MULTI-CHANNEL DISTRIBUTED MASS SERVICE SYSTEM**

**Abstract.** Problem of structural optimization in a distributed service system is solved by the example of system “Production - delivery - consumption” for mass market product. In this regard, the purpose of work is to develop a method for structural optimization of “Production - delivery - mass consumption” system, by introducing and rational placement of intermediate production points based on solving clustering problems with taking into account the peculiarities of calculating distances between city objects. To achieve the goal of the work, it is necessary to solve the following tasks: clustering of city objects, using the metric of city blocks, for a given number of groups for selected location of production and grouping centers; finding the best location for a given number of clustering centers; determination of a rational number of clustering centers. Task was solved in three stages. First stage - clustering a set of consumption objects for given intermediate delivery centers locations. The second stage - finding the best locations for a given number of intermediate delivery centers. The third stage - determination of the rational number of intermediate centers. Formulated problem is solved according to two criteria: combined length of delivery routes product consumers and the probability that a random delivery time exceeds the critical value. The numerical value of the second criterion is calculated on the assumption that for each path may be estimated value of the mean and variance delivery time. The appropriate number of production centers is determined by a simple comparison of system efficiency for several realistically possible options. An example of clustering problem solving in the metric of “city blocks” on a directed graph by both criteria is given.
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**Introduction**

Consider one of the many, important in practical sense, management tasks, come up in system "production - delivery - consumption". Let the city has \( l \) production centers of some consumer product. This product must be delivered to \( n \) its consumers. The natural desire to make this system as efficient as possible leads to the expediency of dividing the entire set of objects into groups, each of them can be serviced by the "nearest" production center.

This problem is solved by the methods of cluster analysis [1-4].

Cluster analysis is one of the central positions among data analysis techniques and is a set of methods and algorithms, designed to find some partition of the studied set of objects into subsets similar objects. In this case, the following requirements are usually imposed on the clustering results:

- each cluster must contain objects with similar values of properties or attributes;
- the set of all clusters must be exhaustive, that is, contain all objects of the studied population;
- none of the objects should belong to different clusters at the same time.

The position of each object is specified, in the simplest particular case, a point in a two-dimensional Cartesian coordinate system by vector \( X^T = (x_1, x_2) \).

Distance between a pair of points \( x_1 \) and \( x_2 \) measured, for example, in the Euclidean metric

\[
R(x_1, x_2) = \sqrt{(x_1 - x_2_1)^2 + (x_1 - x_2_2)^2}. \tag{1}
\]

In practice, other measures of points proximity are also used in [5, 6]:

- metric of "city blocks"

\[
R(x_1, x_2) = |x_1 - x_1| + |x_2 - x_2|, \tag{2}
\]

- metric P.L. Chebyshev

\[
R(x_1, x_2) = \max \left( |x_1 - x_1| + |x_2 - x_2| \right), \tag{3}
\]

- Minkowski metric

\[
R(x_1, x_2) = \left( |x_1 - x_1|^p + |x_2 - x_2|^p \right)^{1/p}. \tag{4}
\]

Metric (4) in special case when \( p = q \), is converted to metric (2). But if \( p = 2 \), then the Euclidean metric will be obtained (1). Solving a specific clustering problem for each of points to be grouped using one of the formulas (1) – (4), found distance to the grouping centers is calculated and selected closest of them.

Returning to formulated task of structural organization in system "production - delivery - consumption", it should be noted that this task has a fundamental feature that distinguishes it from standard, traditional grouping tasks.

Difference lies in the method of distance calculating between grouping objects, and the distance for any two points of the city can not be correctly calculated in any of metrics shown above. It is determined by total length of the route, consisting from relevant sections of urban highways.

In this regard, the purpose of work is to develop a method for structural optimization of "Production - delivery - mass consumption" system, by introducing and rational placement of intermediate production points based on solving clustering problems with taking into account the peculiarities of calculating distances between city objects.
Formulation of the problem.
To achieve the goal of the work, it is necessary to solve the following tasks:
- clustering of city objects, using the metric of city blocks, for a given number of groups for selected location of production and grouping centers;
- finding the best location for a given number of clustering centers;
- determination of a rational number of clustering centers.

Main results
Let’s start by solving the first task from the list. An adequate mathematical model of this problem can be obtained using the graph, containing a set of vertices and arcs connecting these vertices. Moreover, for an arc connecting directly a pair of vertices \( i \) and \( j \), its length is indicated by \( r_{ij} \), the totality of which all the arcs of the graph shows the matrix \( R^{(1)} = \{ r_{ij} \} \). In solving the clustering problem of vertices there is a need to calculate the distance between any pair of vertices. To calculate these distances, it is natural to use algorithm Floyd - Warshall [7], the essence of which is as follows.

If the transition from the top \( i \) to the top \( j \) possible through one of the many intermediate vertices \( k \in \{1,2,...,l\} \), then shortest route from \( i \) to \( j \) determined by relation

\[
r_{ij} = \min_k \left\{ r_{ik} + r_{kj}, r_{i1} + r_{1j}, ..., r_{im} + r_{mj} \right\}.
\] (5)

Let introduce a matrix generalization of relation (5):

\[
R^{(2)} = R^{(1)} \otimes R^{(1)}
\] (6)

where the operation \( \otimes \) implements calculation by formula (5), i.e.

\[
r_{ij}^{(2)} = \min_k \left\{ r_{ik}^{(1)} + r_{kj}^{(1)}, r_{i1}^{(1)} + r_{1j}^{(1)}, ..., r_{im}^{(1)} + r_{mj}^{(1)} \right\}.
\] (7)

The matrix \( R^{(2)} = \{ n_{ij}^{(2)} \} \) defines the set of shortest two-step paths between the graph vertices. Further, to find the matrix of shortest three-step paths, we use a matrix relation similar to (6)

\[
R^{(3)} = R^{(1)} \otimes R^{(2)},
\] (8)

where

\[
n_{ij}^{(3)} = \min_k \left\{ r_{ik}^{(1)} + r_{kj}^{(2)}, r_{i1}^{(1)} + r_{1j}^{(2)}, ..., r_{im}^{(1)} + r_{mj}^{(2)} \right\}.
\] (9)

Note that relation (9) essentially embodies the well-known principle of dynamic programming [8], according to which the optimal multistep control is determined by the best choice of options set: initial step + optimal continuation of state, occurring after the initial step.

Consider an example of introduced relations using to solve the following simple clustering problem. Let the locations of two certain production centers, of a product, and nine centers of its consumption be determined in the city, as well as the highways of the city along with their intersections (Fig. 1).

**Table 1 – Matrix of distances between transport network points**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>1,5</td>
<td>1,5</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>1,4</td>
<td>1,6</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>M</td>
<td>M</td>
<td>0</td>
<td>3,6</td>
<td>3,8</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>M</td>
<td>4,2</td>
<td>0</td>
<td>2,3</td>
<td>4,1</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>2,3</td>
<td>0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>M</td>
<td>3,7</td>
<td>0</td>
<td>3,1</td>
<td>4,9</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1,5</td>
<td>1,4</td>
<td>M</td>
<td>4,1</td>
<td>3,1</td>
<td>0</td>
<td>3,0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>1,6</td>
<td>M</td>
<td>5,1</td>
<td>3,0</td>
<td>0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>3,3</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>0,9</td>
<td>M</td>
<td>M</td>
<td>1,3</td>
<td>M</td>
<td>M</td>
</tr>
</tbody>
</table>

The collection of all these points defines a graph with 20 vertices along with a set of arcs, connecting some of them. The lengths of these arcs are defined by the matrix (Tabl. 1). In this matrix the symbol \( M \), located in \( i \)-th line and \( j \)-th column, corresponds to a situation where points \( i \) and \( j \) are not interconnected directly.
We calculate the matrix of two-step shortest paths between points using (7). We have:

\[
\begin{align*}
\tau_{12}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{62}^{(1)}, \tau_{17}^{(1)} + \tau_{72}^{(1)} \} = \\
&= \min \{ 1.5 + M, 1.5 + 1.4 \} = 2.9; \\
\tau_{13}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{63}^{(1)}, \tau_{17}^{(1)} + \tau_{73}^{(1)} \} = \\
&= \min \{ 1.5 + 3.8, 1.5 + M \} = 5.3; \\
\tau_{14}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{64}^{(1)}, \tau_{17}^{(1)} + \tau_{74}^{(1)} \} = \\
&= \min \{ 1.5 + M, 1.5 + 4.1 \} = 5.6; \\
\tau_{15}^{(2)} &= M, \text{ since there is no two-step path between} \\
&\quad \text{points 1 and 5,} \\
\tau_{16}^{(2)} &= \tau_{16}^{(1)} = 1.5, \quad \tau_{17}^{(2)} = \tau_{17}^{(1)} = 1.5; \\
\tau_{18}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{68}^{(1)}, \tau_{17}^{(1)} + \tau_{78}^{(1)} \} = \\
&= \min \{ 1.5 + M, 1.5 + 3.0 \} = 4.5; \\
\tau_{19}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{69}^{(1)}, \tau_{17}^{(1)} + \tau_{79}^{(1)} \} = \\
&= \min \{ 1.5 + 4.9, 1.5 + M \} = 6.4; \\
\tau_{110}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{610}^{(1)}, \tau_{17}^{(1)} + \tau_{710}^{(1)} \} = \\
&= \min \{ 1.5 + M, 1.5 + 4.2 \} = 5.7; \\
\tau_{111}^{(2)} &= \tau_{12}^{(2)} = \tau_{13}^{(2)} = M, \text{ since there are no} \\
&\quad \text{corresponding two-step paths;} \\
\tau_{14}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{614}^{(1)}, \tau_{17}^{(1)} + \tau_{714}^{(1)} \} = \\
&= \min \{ 1.5 + 1.4, 1.5 + M \} = 2.9; \\
\tau_{15}^{(2)} &= M; \\
\tau_{16}^{(2)} &= \min \{ \tau_{16}^{(1)} + \tau_{616}^{(1)}, \tau_{17}^{(1)} + \tau_{716}^{(1)} \} = \\
&= \min \{ 1.5 + 3.2, 1.5 + M \} = 4.7;
\end{align*}
\]

\[
\begin{align*}
\tau_{17}^{(2)} &= \tau_{18}^{(2)} = \tau_{19}^{(2)} = M, \text{ since there are no} \\
&\quad \text{corresponding two-step paths;} \\
\tau_{21}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{72}^{(1)}, \tau_{28}^{(1)} + \tau_{82}^{(1)} \} = \\
&= \min \{ 1.4 + 1.5, 1.6 + M \} = 2.9; \\
\tau_{23}^{(2)} &= M; \\
\tau_{24}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{74}^{(1)}, \tau_{28}^{(1)} + \tau_{84}^{(1)} \} = \\
&= \min \{ 1.4 + 4.1, 1.6 + M \} = 5.5; \\
\tau_{25}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{75}^{(1)}, \tau_{28}^{(1)} + \tau_{85}^{(1)} \} = \\
&= \min \{ 1.4 + M, 1.6 + 5.3 \} = 6.9; \\
\tau_{26}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{76}^{(1)}, \tau_{28}^{(1)} + \tau_{86}^{(1)} \} = \\
&= \min \{ 1.4 + 3.0, 1.6 + M \} = 4.4; \\
\tau_{27}^{(2)} &= \tau_{28}^{(1)} = \tau_{29}^{(2)} = M; \\
\tau_{210}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{1012}^{(1)}, \tau_{28}^{(1)} + \tau_{810}^{(1)} \} = \\
&= \min \{ 1.4 + 4.2, 1.6 + M \} = 5.6; \\
\tau_{22}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{1112}^{(1)}, \tau_{28}^{(1)} + \tau_{811}^{(1)} \} = \\
&= \min \{ 1.4 + M, 1.6 + 3.3 \} = 4.9; \\
\tau_{212}^{(2)} &= \tau_{213}^{(2)} = \tau_{214}^{(2)} = M, \text{ since there are no} \\
&\quad \text{corresponding two-step paths;} \\
\tau_{215}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{1512}^{(1)}, \tau_{28}^{(1)} + \tau_{815}^{(1)} \} = \\
&= \min \{ 1.4 + M, 1.6 + 0.9 \} = 2.5; \\
\tau_{216}^{(2)} &= \tau_{217}^{(2)} = M; \\
\tau_{218}^{(2)} &= \min \{ \tau_{27}^{(1)} + \tau_{1812}^{(1)}, \tau_{28}^{(1)} + \tau_{818}^{(1)} \} = \\
&= \min \{ 1.4 + M, 1.6 + 1.3 \} = 2.9;
\end{align*}
\]
$$r^{(2)}_{219} = r^{(2)}_{220} = M, \text{ since there are no corresponding two-step paths.}$$

Continuing similarly for the remaining possible paths, we fill in the matrix $R^{(2)}$ (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2.9</td>
<td>5.3</td>
<td>5.6</td>
<td>6.1</td>
<td>1.5</td>
<td>1.5</td>
<td>4.5</td>
<td>6.4</td>
<td>5.7</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>2.9</td>
<td>M</td>
<td>4.7</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>2</td>
<td>2.9</td>
<td>0</td>
<td>M</td>
<td>5.5</td>
<td>6.9</td>
<td>4.4</td>
<td>1.4</td>
<td>1.6</td>
<td>M</td>
<td>5.6</td>
<td>4.9</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>2.5</td>
<td>M</td>
<td>M</td>
<td>2.9</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>5.3</td>
<td>M</td>
<td>0</td>
<td>3.6</td>
<td>6.7</td>
<td>3.8</td>
<td>6.8</td>
<td>M</td>
<td>8.7</td>
<td>M</td>
<td>0.8</td>
<td>4.5</td>
<td>2.4</td>
<td>M</td>
<td>7.0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>4</td>
<td>5.6</td>
<td>5.5</td>
<td>3.6</td>
<td>0.4</td>
<td>2.5</td>
<td>8.0</td>
<td>4.4</td>
<td>1.3</td>
<td>7.8</td>
<td>M</td>
<td>8.3</td>
<td>M</td>
<td>2.8</td>
<td>0.9</td>
<td>6.0</td>
<td>6.9</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>5</td>
<td>6.1</td>
<td>6.9</td>
<td>6.7</td>
<td>2.5</td>
<td>0.5</td>
<td>M</td>
<td>6.6</td>
<td>5.3</td>
<td>M</td>
<td>8.6</td>
<td>5.3</td>
<td>1.6</td>
<td>M</td>
<td>4.4</td>
<td>M</td>
<td>6.6</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>4.4</td>
<td>3.8</td>
<td>0.8</td>
<td>M</td>
<td>0</td>
<td>3.0</td>
<td>6.0</td>
<td>4.9</td>
<td>7.2</td>
<td>M</td>
<td>4.6</td>
<td>M</td>
<td>1.4</td>
<td>M</td>
<td>3.2</td>
<td>M</td>
<td>6.3</td>
<td>M</td>
<td>8.0</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>1.4</td>
<td>6.8</td>
<td>4.1</td>
<td>6.6</td>
<td>3.0</td>
<td>0</td>
<td>3.0</td>
<td>7.9</td>
<td>4.2</td>
<td>M</td>
<td>6.3</td>
<td>M</td>
<td>5.0</td>
<td>4.4</td>
<td>3.9</td>
<td>M</td>
<td>6.2</td>
<td>7.1</td>
<td>4.3</td>
</tr>
<tr>
<td>8</td>
<td>4.5</td>
<td>1.6</td>
<td>M</td>
<td>7.9</td>
<td>5.3</td>
<td>6.0</td>
<td>3.0</td>
<td>0</td>
<td>M</td>
<td>7.2</td>
<td>3.3</td>
<td>M</td>
<td>6.9</td>
<td>M</td>
<td>0.9</td>
<td>M</td>
<td>1.3</td>
<td>M</td>
<td>6.7</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>6.4</td>
<td>M</td>
<td>8.7</td>
<td>M</td>
<td>4.9</td>
<td>7.9</td>
<td>M</td>
<td>0</td>
<td>4.3</td>
<td>9.1</td>
<td>M</td>
<td>6.3</td>
<td>M</td>
<td>1.7</td>
<td>M</td>
<td>1.4</td>
<td>M</td>
<td>3.1</td>
<td>M</td>
<td>5.7</td>
</tr>
<tr>
<td>10</td>
<td>5.7</td>
<td>5.6</td>
<td>M</td>
<td>8.3</td>
<td>M</td>
<td>7.2</td>
<td>4.2</td>
<td>7.2</td>
<td>M</td>
<td>4.3</td>
<td>0</td>
<td>4.8</td>
<td>M</td>
<td>M</td>
<td>6.0</td>
<td>2.9</td>
<td>M</td>
<td>6.8</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>11</td>
<td>M</td>
<td>4.9</td>
<td>M</td>
<td>8.6</td>
<td>M</td>
<td>6.3</td>
<td>3.3</td>
<td>9.1</td>
<td>M</td>
<td>4.8</td>
<td>0</td>
<td>M</td>
<td>M</td>
<td>4.2</td>
<td>M</td>
<td>7.7</td>
<td>M</td>
<td>2.0</td>
<td>6.0</td>
<td>3.4</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>0.8</td>
<td>2.8</td>
<td>M</td>
<td>5.3</td>
<td>4.6</td>
<td>6.9</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>0</td>
<td>3.7</td>
<td>3.2</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>4.5</td>
<td>0.9</td>
<td>1.6</td>
<td>M</td>
<td>5.0</td>
<td>6.9</td>
<td>M</td>
<td>M</td>
<td>3.7</td>
<td>0</td>
<td>M</td>
<td>6.0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>14</td>
<td>2.9</td>
<td>M</td>
<td>2.4</td>
<td>6.0</td>
<td>M</td>
<td>1.4</td>
<td>4.4</td>
<td>M</td>
<td>6.3</td>
<td>M</td>
<td>3.2</td>
<td>M</td>
<td>0</td>
<td>M</td>
<td>4.6</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>15</td>
<td>M</td>
<td>2.5</td>
<td>M</td>
<td>6.9</td>
<td>M</td>
<td>4.4</td>
<td>M</td>
<td>3.9</td>
<td>0.9</td>
<td>M</td>
<td>4.2</td>
<td>M</td>
<td>6.0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>2.2</td>
<td>M</td>
</tr>
<tr>
<td>16</td>
<td>4.7</td>
<td>M</td>
<td>7.0</td>
<td>M</td>
<td>3.2</td>
<td>6.0</td>
<td>1.0</td>
<td>M</td>
<td>6.0</td>
<td>M</td>
<td>0</td>
<td>3.1</td>
<td>M</td>
<td>4.8</td>
<td>M</td>
<td>0</td>
<td>M</td>
<td>4.8</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>17</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>6.3</td>
<td>7.1</td>
<td>M</td>
<td>1.4</td>
<td>2.9</td>
<td>7.7</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>3.1</td>
<td>0</td>
<td>M</td>
<td>1.7</td>
<td>4.3</td>
<td>M</td>
</tr>
<tr>
<td>18</td>
<td>M</td>
<td>2.9</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>6.6</td>
<td>4.3</td>
<td>M</td>
<td>1.3</td>
<td>6.8</td>
<td>2.0</td>
<td>M</td>
<td>M</td>
<td>2.2</td>
<td>M</td>
<td>M</td>
<td>0</td>
<td>M</td>
<td>5.4</td>
<td>M</td>
</tr>
<tr>
<td>19</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>8.0</td>
<td>5.4</td>
<td>M</td>
<td>3.1</td>
<td>1.2</td>
<td>6.0</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>4.8</td>
<td>1.7</td>
<td>M</td>
<td>0</td>
<td>2.6</td>
<td>M</td>
</tr>
<tr>
<td>20</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>5.6</td>
<td>6.7</td>
<td>5.7</td>
<td>1.4</td>
<td>3.4</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>4.3</td>
<td>5.4</td>
<td>2.6</td>
<td>0</td>
<td>M</td>
<td>M</td>
</tr>
</tbody>
</table>

From the resulting matrix analysis it follows, that using of shortest two-step paths from production points (№1 and №2) most consumption points (12-20) is unattainable.

Continuing of procedure, we calculate three-step matrix paths using the formula (9).

We get:

$$r^{(3)}_{113} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{17}, r^{(1)}_{19} + r^{(2)}_{13} \right\} = \min \{1.5 + M, 1.5 + 5.0\} = 6.5,$$

$$r^{(3)}_{115} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{15}, r^{(1)}_{7} + r^{(2)}_{15} \right\} = \min \{1.5 + M, 1.5 + 3.9\} = 5.4,$$

$$r^{(3)}_{116} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{16}, r^{(1)}_{7} + r^{(2)}_{16} \right\} = \min \{1.5 + 3.2, 1.5 + 6.2\} = 4.7,$$

$$r^{(3)}_{117} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{17}, r^{(1)}_{15} + r^{(2)}_{17} \right\} = \min \{1.5 + 6.3, 1.5 + 7.1\} = 7.8,$$

$$r^{(3)}_{118} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{11}, r^{(1)}_{17} + r^{(2)}_{11} \right\} = \min \{1.5 + 4.3\} = 5.8,$$

$$r^{(3)}_{119} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{19}, r^{(1)}_{17} + r^{(2)}_{19} \right\} = \min \{1.5 + 8.0, 1.5 + 5.4\} = 6.9,$$

$$r^{(3)}_{120} = \min \left\{ r^{(1)}_{16} + r^{(2)}_{20}, r^{(1)}_{17} + r^{(2)}_{20} \right\} = \min \{1.5 + M, 1.5 + 5.6\} = 7.1.$$
In delivery system of perishable products (or products of immediate use), another criterion is more important than distance to the delivery points - delivery time. The values calculation of this parameter must be carried out taking uncertainty into account, arising due to differences in some section’s throughput of highways, dynamics of the flow density for transport units, road surface quality, depending on weather conditions, time of day, etc. In suppose that according to results of preliminary processing of the corresponding data for all transport network sections, shown in Fig. 1, average values of the duration in overcoming these sections and their variance have been determined. Then, using this data for any route, the probability that random duration of the delivery time will exceed a critical value can be calculated. Moreover, if for some specific route, the average time to overcome it is \( m \), and the variance is \(-\sigma^2\), then, assuming a normal distribution of this time, probability of exceeding the critical value is calculated by formula

\[
P(T \geq T_{cr}) = \int_{T_{cr}}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(T-m)^2}{2\sigma^2} \right) dT .
\]

Calculation results are summarized in Table 4.

Data comparison presented in table 4 leads to the following clustering of consumption points:
- Cluster 1: points 12, 13, 14, 15, 16, 17, 18, 19, 20,
- Cluster 2: points 15, 18.

Thus, the result of clustering by the time criterion is radically different from the previous one, obtained taking into account only the distances between the centers of production and points of consumption.

The considered clustering problem becomes more complicated if the proximity measures of objects are determined indistinctly [9-12]. Application methods of fuzzy mathematics in this case, is absolutely justified, since practical tasks, similar to the above, are solved in a situation where actual available initial data is insufficient to obtain a correct theoretical and probabilistic description of them. Methods of the fuzzy mathematics theory are less demanding and are better suited for constructing adequate mathematical models in a small sample of these data, since they do not need to correctly reconstruct the unknown distribution density of the corresponding random variables. Consider a possible approach to clustering problem solving in terms of fuzzy mathematics. We will assume that the duration measures of overcoming network sections are determined by fuzzy numbers (L-R) type with their own membership functions. Consider the technology for

<Table 3 – Lengths of the shortest routes from production centers to consumption points>

<table>
<thead>
<tr>
<th>Production centers</th>
<th>Consumption points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>6.1</td>
</tr>
<tr>
<td>2</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Distances comparison from production centers (1 and 2) to delivery points (12 - 20) makes it possible to form clusters as follows:
- Cluster 1: points 12, 14, 16, 17,
- Cluster 2: points 13, 15, 18, 19, 20.

Solution obtained.
fuzzy value calculating of the integral metric for a fragment of a route composed from two consecutive sections. We introduce two corresponding fuzzy numbers \( n \leq \theta \) (L-R) type, that determine performance of these two sections in the network:

\[
\eta_1 = \langle m_1, \alpha_1, \beta_1 \rangle, \quad \eta_2 = \langle m_2, \alpha_2, \beta_2 \rangle.
\]  

(7)

Here: \( m_1, m_2 \) — modal values of the numbers F1 and F2, \( \alpha_1, \alpha_2 \) — left fuzziness coefficients values of the membership functions in numbers F1 and F2; \( \beta_1, \beta_2 \) — right fuzziness coefficients values of the membership functions in numbers F1 and F2.

To calculate integral metric that determines the level of preference for a network fragment, consisting of given two sections, it is necessary to define the rules for performing the following operations on fuzzy numbers (L-R) type: addition, multiplication, selection of the minimum value, division. We define these rules by formulas justified in [13]:

- addition:
  \[
  \langle m, \alpha, \beta \rangle = \langle m_1, \alpha_1, \beta_1 \rangle + \langle m_2, \alpha_2, \beta_2 \rangle, \quad m = m_1 + m_2; \quad \alpha = \alpha_1 + \alpha_2; \quad \beta = \beta_1 + \beta_2;
  \]  
  (8)

- multiplication:
  \[
  \langle m, \alpha, \beta \rangle = \langle m_1, \alpha_1, \beta_1 \rangle \cdot \langle m_2, \alpha_2, \beta_2 \rangle, \quad m = m_1 \cdot m_2; \quad \alpha = m_1 \alpha_2 + m_2 \alpha_1 - \alpha_1 \alpha_2; \quad \beta = m_1 \beta_2 + m_2 \beta_1 + \beta_1 \beta_2;
  \]  
  (9)

- division:
  \[
  \langle m, \alpha, \beta \rangle = \langle m_1, \alpha_1, \beta_1 \rangle : \langle m_2, \alpha_2, \beta_2 \rangle, \quad m = m_1 \cdot m_2; \quad \alpha = \frac{m_1 \alpha_2 + m_2 \beta_2}{m_2(m_2 - \alpha_1)}; \quad \beta = \frac{m_1 \beta_2 + m_2 \beta_1}{m_2(m_2 - \alpha_2)};
  \]  
  (10)

- selection of the minimum value
  \[
  \langle m, \alpha, \beta \rangle = \min \{ \langle m_1, \alpha_1, \beta_1 \rangle, \langle m_2, \alpha_2, \beta_2 \rangle \}.
  \]

A natural and easily interpreted rule for choosing the lesser of two numbers is formulated as follows: if the difference between these two numbers is positive, then the subtracted is the smaller; if the difference between these numbers is negative, the minuend is smaller.

Define a rule perform the subtraction operation:

\[
\langle m, \alpha, \beta \rangle = \langle m_1, \alpha_1, \beta_1 \rangle - \langle m_2, \alpha_2, \beta_2 \rangle, \quad m = m_1 - m_2; \quad \alpha = \alpha_1 + \beta_2; \quad \beta = \beta_1 + \alpha_2.
\]

(11)

Thus, the problem of determining the smaller of two fuzzy numbers is reduced to analyzing subtraction result. In accordance with this, a simple and understandable rule for comparing two fuzzy numbers is formulated as follows.

For numbers being compared \( \eta_1 \) and \( \eta_2 \) calculate values of the left \((b_1, b_2)\) and right \((c_1, c_2)\) their carriers borders:

\[
b_1 = m_1 - \alpha_1, \quad c_1 = m_1 + \beta_1,
\]

\[
b_2 = m_2 - \alpha_2, \quad c_2 = m_2 + \beta_2.
\]

Now comparing rule is formulated as follows:

a) if \( \min \{ (b_1 - b_2), (c_1 - c_2) \} \geq 0 \), then \( F_1 > F_2 \),

b) if \( \max \{ (b_1 - b_2), (c_1 - c_2) \} \geq 0 \), then \( F_1 < F_2 \),

c) if \( \min \{ (b_1 - b_2), (c_1 - c_2) \} < 0 \) and \( [\min \{ (b_1 - b_2), (c_1 - c_2) \}] > \max \{ (b_1 - b_2), (c_1 - c_2) \} \), then \( F_1 < F_2 \),

d) if \( \min \{ (b_1 - b_2), (c_1 - c_2) \} < 0 \) and \( [\min \{ (b_1 - b_2), (c_1 - c_2) \}] < \max \{ (b_1 - b_2), (c_1 - c_2) \} \), then \( F_1 > F_2 \).

The above ratios provide a calculation by the formula (7) values of fuzzy measures of the distance for each point to the clusters centers. These values are used when performing clustering procedure.

Problem of clustering is even more problematic if the initial data are specified inaccurately in the sense of Pavlak. [14-16]. Real way to solve problem in this case is to use the method of constructing fuzzy models for objects that are determined inaccurately [17].

Method for solving the second problem for a given number \( l \) clusters uses an iterative procedure consisting of preliminary and subsequent stages. At the preliminary stage, the initial location of grouping centers is found. To do this, a Cartesian coordinate system is applied to the city map so that the abscissa of the leftmost of the grouping objects and the ordinate of the lowest of the objects are equal to zero. Then a rectangle is constructed, the lower left vertex of which is placed at the origin. (0,0), and the upper right vertex is chosen so that all the objects of the city lie within this rectangle, and he had a minimum area. Now we find the center of the rectangle at the intersection of its diagonals, from which we draw \( l \) rays with an angle \( \alpha = 360^\circ / l \) between them. Then we find point of rays intersection with the rectangular sides and segments midpoints formed in this case. The resulting points are used to determine the initial grouping centers by finding the nearest point on the nearest highway. Each of the points are determined inaccurately, and only the initial data are specified inaccurately in the sense of Pavlak. [14-16]. Real way to solve problem in this case is to use the method of constructing fuzzy models for objects that are determined inaccurately [17].

Let be:

\( X_{K0}, Y_{K0} \) — grouping center coordinates \( K \)-th cluster, \( K = 1, 2, \ldots, l \),

\( X_{KS}, Y_{KS} \) — coordinates \( S \)-th object from \( K \)-th cluster.

Then

\[
\eta_K = \sum_{S \in N_K} \sqrt{(X_{K0} - X_{KS})^2 + (Y_{K0} - Y_{KS})^2} - (12)
\]

sum of distances from grouping center \( K \)-th cluster to objects of this cluster, \( S \in N_K \),
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Finally, let's move on to the third task. Simplest for implementation and a reliable way to solve it is to solve the complex of first and second problems sequentially, first for two clusters, then for three, etc. Comparison of criterion calculated values (13) for these options provides choice of the best.

Conclusions

1. Problem of structural optimization in the distributed system "production - delivery - consumption" is considered and solved. The problem is solved in three stages.

2. At the first stage, problem of distributing a set of consumers into clusters was solved. Optimization criterion - is total length of delivery routes in the city blocks metric. To solve the problem, proposed method that implements the technology of dynamic programming.

The method is generalized for case when the initial data is not clearly specified. An alternative approach to solving problem of clustering according to criterion is also considered - minimum probability that the delivery time will exceed a given threshold value.

3. At the second stage, problem of rational location finding a for a given number of production points was solved. To solve that problem, a procedure for sequential improvement of initial plan is implemented.

The appropriate number of production centers is determined by a simple comparison of system efficiency for several realistically possible options.
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Структурна оптимізація у багатоканалійній розподіленій системі масового обслуговування

Л. Г. Раскін, О. В. Сіра, Ю. Л. Парфенюк, Л. В. Сухомлин

Анотація. Задача структурної оптимізації в розподілений системі обслуговування вирішена на прикладі системи «виробництво - доставка - споживання» продукту масового попиту. У зв'язку з цим метою роботи є розробка методики структурної оптимізації системи «виробництво - доставка - масове споживання» шляхом впровадження і раціонального розміщення проміжних точок виробництва на основі рішення задач кластеризації з урахуванням особливостей розрахунку відстаней між міськими об'єктами. Постановка задачі. Два середні місячні споживачі для затримання кількості продукту відповідає масовому попиту; вірогідність того, що вибаченої час доставки перевищує критичне значення. Численне значення другого критерію обчислюється за припущеннями, що для кожного маршруту можуть бути одні і ті ж значення середнього значення і дисперсії час доставки. Чисельне значення другого критерію оцінює значення середнього значення і дисперсії час доставки. Чисельне значення первої критерию визначається простим порівнянням ефективності системи для декількох реальних множин варіантів. Наведено приклад рішення задачі кластеризації в метриці «міських кварталів» на орієнтованому графі за обома критеріями.

Ключові слова: розподілена система «виробництво - доставка - споживання»; кластеризація; орієнтований граф; найкоротший шлях.