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DETERMINING THE LOCATION OF AN UNMANNED AERIAL VEHICLE
BASED ON VIDEO CAMERA IMAGES

Abstract. The paper deals with the problem of determining the location of an unmanned aerial vehicle from video and
photo images taken by surveillance cameras. As the observation area is considered to be sufficiently limited, the area under
consideration can be taken as part of a plane. The solution to the problem is based on the construction of a bijective
mapping between the known geographic coordinates of three different objects recognized in the images and their
coordinates relative to the monitor plane. To this end, the geographical coordinates of the objects (latitude and longitude)
are first converted to the Mercator projection, and a bijective mapping is built between the coordinates of the objects
calculated in the Mercator projection and the coordinates relative to the camera monitor plane. Then, based on the current
orientation angles of the unmanned aerial vehicle, the coordinates of the projection of its position on the monitor plane are
calculated, and the geographical coordinates are found by applying the inverse of the constructed bijective mapping.
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functional mapping; orientation angles; identification problem.

Introduction

As we know, the location of an unmanned aerial
vehicle can be determined by processing data received
from navigation devices (e.g. [1, 2]). However, due to
the complex nature of the processing results, the
accuracy of calculation of the aircraft’s current location
decreases due to measurement errors. It is considered
advisable to regularly adjust the current coordinates of
the aircraft, using alternative information sources in
order to reduce errors accumulated during flight control.

At present, satellite-referenced aids are used at
everyday level to obtain sufficiently accurate
geographical coordinates of an object. However, due to
irregular access to GPS data and its errors, the use of
this information is unacceptable. In this regard, images
made by video cameras installed on the aircraft can be
an alternative source of information.

An aircraft can determine its location by image
processing on the basis of different principles [3-5].
Different approaches are used depending on the nature
of the problem being solved, the characteristics of the
cameras taking pictures, as well as the number of
pictures taken, the accuracy of object identification, and
other criteria.

This paper considers the problem of calculating the
location of an unmanned aerial vehicle based on video
and photo images, taking the following principles as a
basis for its solution:

e Since the areas shown in the images are quite
small, they can be considered as part of a plane.

e It is possible to construct a bijective mapping
of a regular nature between the coordinates calculated
relative to the image for three real objects recognized in
the images and their geographic coordinates.

e The constructed bijective mapping can be used
to determine the position of the unmanned aerial vehicle
relative to the observed objects in accordance with the
orientation determined from navigation data.

Since the problem of identifying (recognizing)
objects in video and photo images has been interpreted
in various studies (e.g. [6, 7]), we will assume that the

problem of identifying objects in video and photo
images has been solved and their geographic
coordinates are known.

In view of the above, this study considers the
problem of calculating the geographic coordinates of the
projection of an aircraft on the earth’s surface, on the
basis of three objects recognized in images taken by the
unmanned aerial vehicle, using the known orientation
data of its camera.

Identification problem statement

For clarity, assume that the images from the video
camera of an unmanned aerial vehicle are displayed on
a rectangular monitor of a known size. To determine the
position of the objects observed in the images relative to
the monitor, we introduce the following O¥n{
coordinate system, which coincides with the center of
the central monitor, i.e. the point of intersection of the
rectangle diagonals.

Suppose the OF and ©On axes, which are
perpendicular to each other, go through the center of the
monitor and are parallel to both its sides, and the 0F

axis is perpendicular to the &&n plane and directed so
that the 0&n{ coordinate system is a right-handed
coordinate system (Fig. 1).

Fig. 1. 0F3{ local coordinate system relative to the monitor

In principle, the monitor can be positioned in space
in such a way that the continuation of the straight lines
connecting the monitor map of real points observed by
the video camera intersect at the same point called the
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point of view or observation. Let us denote the point of
observation by F. It is clear from the design of the
optical system of video cameras that point F will be
located on the Oz axis.

In cartography, when transferring the earth’s
surface to 2D paper maps, the geographical coordinates
of objects are reflected in a rectangular coordinate
system called the Mercator projection [8, 9, 10]. Given
the limited field of view of video cameras, the earth’s
surface in circles of medium length can be fairly
accurately equated to the Mercator projection. This
allows using the Mercator projection as an interval set
and constructing a bijective mapping between the
monitor coordinates of the objects and their geographic
coordinates.

On the other hand, because of the fixed attachment
of the video camera to the unmanned aerial vehicle, it is
possible to determine the spatial position of the device
relative to the earth, using the information from its
navigation devices (gyroscopes). In other words, we can
calculate how, relative to the earth, and, consequently,
where the video camera aimed at the objects of
observation is positioned.

The mathematical formalization of this approach is
given in the following paragraphs.

Mathematical model
of the identification problem

To this end, let us consider two tasks. The first
task involves constructing a bijective mapping between
the geographical coordinates of three points, which are
recognized on the earth’s surface and not located on a
straight line, and the coordinates of the points reflected
on the video camera monitor.

Suppose that an unmanned aerial vehicle through
its video camera observes three points 4;.A;. Az on the

earth's surface, and the geographical coordinates
(latitude and longitude) of these points are known.
Denote the geographical coordinates of the points 4; by
{v_i-, u_i-::l, respectively, (j = 1,2,3).

Suppose that the points A;. A;. Az are mapped onto
some points B,, B,. B; on the video camera monitor. Let
the coordinates of these points in the O4n{ rectangular
coordinate system introduced relative to the monitor be
(F,.m,.0), (g, 00, (£5,m5, 00, respectively.

The bijective mapping W: (v, a) — (£,%) can be
constructed as follows.

Denote the coordinates of the object’s Mercator
projection by [x,y¥). According to [10, P.44], the
transformation ¥,z (v.2) — (x,3) can be defined by
formula (1).

x=R v
£
T Uy 1 —gginu 2
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Y n(3(++2) 1+ & -sinu ) M
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Here, £ = _‘JI—E, R and r are the equatorial and

polar radii of the Earth, respectively.

Formulas (1) are given in analytical form, and using
them, we can calculate the coordinates {xj-, jti-},
{(j = 1.2.3) of the points 4; in the Mercator projection
and thus consider them known.

Let us write the formulas for the connection
between the coordinates of points in the Mercator
projection and the known coordinates of their mapping
on the monitor plane 0Fy. Essentially, these formulas
can be written as an affine transformation
W, :(£,77) = (x,) in the following form:

Iﬂ-uf +agntb ==x

By d +an+ b=y @)

To calculate the coefficients of transformations
(2), we need to solve the equations simultaneously
‘-I-’AI[.EJ.-,?;IJ.-} = {xj-,yj-}, j =1.2,3. The unknowns in the
first and second equations of system (2) are inherently
independent of each other and can be calculated
separately.

Consider the following system of equations for the
unknowns &y, &gz, by

ayp§y T agly b = 1y

Gy &3 + @ya7g + by = xg (3)

a3 &3 + @z + by
Let us denote the main determinant of system of

equations (3) by 4, then from the explicit form of the
main determinant

I
by

Xz~ X M —}"1.|
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it is easy to see that if the points E; are not located on a

straight line, 4 # 0 and the unknowns a;.a;3.5; can
be unambiguously calculated from system (3).

By writing a similar system of equations, we can
also calculate the coefficients a;;.&55.55. Thus, we have
constructed the mapping ¥,. The mapping ¥, has the
form of a linear functional dependence and it has the
inverse Wit

Consequently, the mapping ¥ is constructed as a
superposition of the operators ¥, and W, *:

W= e

Obviously, the inverse of the operator ¥;; can be
specified in iterative form, thus the bijective mapping ¥
is constructed.

Now let us proceed to the second task. It consists
in calculating the coordinates of the point of the
unmanned aerial vehicle’s projection on the earth’s
surface, which will be observed on the video camera
monitor, using the angles of the aircraft’s spatial
orientation.

As a rule, the field of view of the video camera is
directed perpendicularly downward relative to the
unmanned aerial vehicle that carries it. Therefore, based
on the orientation angle of the vehicle, we can
determine the direction of view of the video camera
relative to the earth.
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The orientation angles are yaw ¢, pitch & and roll
¥ angles, which determine the position of the unmanned
aerial vehicle relative to the earth. Let us briefly explain
the definition of these angles in accordance with [11].
To do this, we introduce the O X;¥,Z, earth-fixed
coordinate system so that the 0 %, ¥; plane coincides
with the Mercator projection, and the Og4, axis is
directed perpendicularly upward relative to the U, 4, ¥

plane.

Let us define two specific directions related to
unmanned aerial vehicles. In fixed-wing drones, we can
distinguish a vector N directed along its longitudinal
axis and a vector E perpendicular to the symmetry plane
of the drone. In rotary-wing drones, vectors N and E are

determined by selecting a direction defined as “forward-
backward”.

Yaw angle @ is the angle between the projection of
the vector W on the 0, %;¥; plane and the specific
selected direction. As a rule, the north direction of the
meridian is chosen as this direction.

Pitch angle & is the angle between the vector W

and the 054, ¥, plane.
Roll angle ¥ is the angle between the vector N and
the O¥; axis of the OgX; ¥ Z, coordinate system, when

the yaw angle is zero.

The coordinates of any vector fixed to an
unmanned aerial vehicle during flight can be calculated
by applying a vector transformation depending on the
current orientation angles of the aerial vehicle as
follows [11]. For the considered argument 7 in formula
(4), cost and sint are denoted by C, and 5,

respectively, T = . 8.y,

Xp “p
% |=4 @ ) @
Zp o

Xo
where (}"n) is the coordinates of the vector under

Ip
consideration  relative to the earth, when
Xy
w=8=y=0,| |is the coordinates of that vector

:
Zp

for the current (g, 8, 3], calculated relative to the earth,

CaCy —CgSy —5g
A=|CySy—5,55C, CyCy+ 5,555, —5,Cq
5,5, +C,5sC, S,C,—C,S5a5, +C,.Co

Take point M (0.0.1) on the line of sight of the
video camera. In principle, the location of the point Af
in space can be equated to the location of the aircraft.
Let the point of projection of this point on the video
camera monitor be By{f,. 7,00, and the point of
projection on the earth’s surface — 4,(x 4.3, ). Then we
can calculate the coordinates of the point Ep by
applying transformation (4):

I £y = —sind
flg = —sinycosd.

Here we can calculate the geographic coordinates
of the point A, corresponding to the point E; on the
earth’s surface by applying the inverse transformation
ot =wet . w (Fig. 2).

Fig. 2. Schematic representation of the points
on the earth’s surface mapped on the monitor plane

To this end, we first calculate the coordinates of
the point A, in the Mercator projection, using the

mapping ¥, according to formulas (2):

I”-u.':rn +aggng + by = xg
B3y T Bazfp + Bz = ¥y

Now we can calculate the coordinates of the
geographic latitude and longitude of the point A; by
applying the inverse transformation ¥;*. As can be
seen from (1), the geographic latitude of the point will
be calculated using a simple formula:

Xp
'L-D = R '
W, is a nonlinear mapping, therefore, to construct its
inverse, we need to apply an iterative calculation
procedure.

For the value of geographical longitude, we
construct successive approximations u'® (k = 0,1,2, ...)
as follows. As the initial iteration '™, we can take the
geographic longitude of one of the base points or of the
location of the unmanned aerial vehicle determined
during the previous measurements. Then iterations (5)
can be applied until the required accuracy is achieved
[10, P.44]:

[(R+13
'L[D -

; o
1-—=-sinu, ¥
—2arctg (—Dﬁ) Exp (T) ’ (5)
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.
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Conclusions

Thus, in order to solve the problem of determining
the location of an unmanned aerial vehicle from the video
and photo images taken by it, we propose constructing a
bijective mapping between the geographical coordinates

of this mapping is based on the recognition of three
different objects, which are shown in the images and
whose geographic coordinates are known. To solve the
problem, it is necessary that the recognized points should
not be located on a straight line. The solution algorithm is
simple and easily implementable by the processor of the

and the images on the camera monitor. The construction — unmanned aerial vehicle.
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Busnavenns1 Micusi po3TalmyBaHHs 0€3MiJIOTHOIO JiTAJIBHOI0 alapaTy Ha OCHOBI 300pa’keHb Bileokamep
E. H. CaG3ieB

AHoTanisi. Y crarTi po3nisfaeThCs MUTaHHSA BU3HAUCHHS MICI PO3TAllyBaHHS OE3IUIOTHOrO JIITAIBHOIO anapary Ha
OCHOBI (OTO, 3pOOJNEHMX BiZEOKaMepaMU CIIOCTEPEKCHHsA. BBajkaeTbes, 1O 30HA CIIOCTEPEXEHHS JOCHTb OOMexXeHa i
PO3TIISIHYTY TEPUTOPiI0 MOXKHA CIIPUIIMATH SK YacTHHY IUIONIMHU. PimeHHs mpoGiemu 3acHOBaHe Ha MOOYHOBI Oi€KTHBHOTO
BiZIOOpaXKEHHS MK BiZIOMHMH reorpa)iuHUMH KOOPJAMHATaMHM TPbOX PI3HUX O00'eKTiB, po3mizHaHMX Ha ¢ororpadisx, 1 ix
KOOPJMHATAMH BiJTHOCHO IUIOIIMHU MOHITOpa. Il LbOro CHOYaTKy HEpeXoAMMO Bia reorpadiyHMX KOOpAMHAT 00'eKTiB
(mmpotH 1 JOBroTHM) A0 KOOpPAMHAT B INpoeKuisx Mepkaropy i Oyayemo niHifHO-(yHKIlIOHaJIBHE BiZOOpakKeHHS MK
KOOpJMHATaMH 00'€KTiB, PO3pPaXOBaHUMM B HPOeKLii Mepkaropy i KOOpAMHATaMM BiTHOCHO IUIOIIMHH MOHITOpA BiJCOKaMepH.
[MoTim, BEXOISYM 3 HOTOYHUX KYTiB Opi€eHTAIlli O€3MiJIOTHOrO JIITAIBHOTO anapary, 00UMCIIOI0TECS KOOPUHATH MPOEKIii Horo
pO3TalllyBaHHS Ha IUIOIIMHI MOHITOpA 1 3HAXOAATHCA reorpadiudi KOOPAMHATH 13 3aCTOCYBAHHSAM 3BOPOTHOIO MOOYIOBAaHOIO
Gi1€KTUBHOTO Bil0Opa)keHHS.

Karw4dosi cmoBa: reorpadiudi koopauHarty; mpoekuis MepkaTtopy; Oe3NUIOTHMH niTadbHUM amapaT; Ol€eKkTHBHE
BiJJOOpakeHHsT; JIIHIHHO-(YHKIIOHaJIbHE BiOOpaKEeHHs; KYTH OpieHTalil; 3a1a4a ieHTH(ikamii.

OmnpenesieHue MeCTa PacHoJI0KeHUsI OeCITUJIOTHOIO JIeTaTeJIBHOI0 ANNAPATA HA 0OCHOBE M300paskeHMIl BUIeOKaMep
3. H. Cab63ueB

AHHoOTanus. B craree paccMaTpuBaeTcs BOIPOC OINPENEIEHUs MECTONOIOKEHHs! OECIHIOTHOrO JETaTelIbHOI0
anmnapara Ha OCHOBE (DOTO, CJENAHHBIX BHJEOKaMepaMu HaOmojeHus. Cuuraercs, YTO 30Ha HAOJIOJEHUS JOCTATOYHO
OrpaHUYeHa M PacCMaTPUBAEMYIO TEPPHTOPHIO MOJKHO IPUHHUMATh KaK 4acTh IUIOCKOCTH. Pemienue mpoGieMbl OCHOBaHO Ha
MOCTPOCHHN OMEKTUBHOTIO OTOOpPa)KeHHs MEKy M3BECTHBIMH IeorpaduuecKMMM KOOPAMHATAMU TPEX Pa3IMYHbIX OOBEKTOB,
pacrno3HaHHbIX Ha (oTorpadusx ¥ UX KOOPAMHATAMH OTHOCHTEIBHO INIOCKOCTH MOHHUTOpA. JlJIs 3TOro cHavaa nepexoauTcst ot
reorpa)4ecKuX KOOPAMHAT OOBEKTOB (IIMPOTHI M JONIOThI) K KOOPAMHATAM B HPOEKIMAX MepKaropa U CTPOMTCS JIMHEHHO-
(byHKIMOHANBPHOE OTOOpaKeHHE MEXIy KOOPAMHATaMH OOBEKTOB, PACCUMTAHHBIMU B NPOSKLUHM Mepkaropa M KOOpAWHATAMU
OTHOCHTEIIBHO IUIOCKOCTM MOHMTOpA BHIEOKaMepbl. 3aTeM, HCXOAs W3 TEKYIIMX YIVIOB OpPHEHTAlMU OeCHUIOTHOrO
JIETATENBHOIO AaIapara, BBIYHMCIAIOTCS KOOPIMHATHI MPOEKIHMH €ro pacloloKEHHE Ha IUIOCKOCTH MOHHMTOpA M HaXOmsAT
reorpauyeckue KOOpAUHATHI, IPUMEHEHUEM 00PAaTHOTO IIOCTPOSHHOI0 OMEKTHUBHOI'O OTPaXKCHHUS.

Karoudesbie ciaoBa: reorpadpuueckue KOOpIMHATHI; MPOEKLUs Mepkaropa; OeCIMIOTHBIN JieTaTeIbHbIH ammapar;
OUEeKTUBHOE 0TOOpaXKEeHHE; TMHEHHO-(YHKIIMOHAIBHOE OTPaXKEeHUE; YIIIbl OPUSHTALMY; 3a/1a4a HICHTHHKALINH.
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