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Abstract. The paper proposes a system which is electronic data storage (of qualification works of students from
different countries) and provides the capability to identify and connect young scientists conducting research on a
related problem area. The purpose of developing this system is to provide opportunities for knowledge exchange,
research in a team on a common problem, as well as to identify scientific trends in different countries. In this paper,
the preprocessing methods influence on the work of classifiers such as Logistic Regression, LSTM, BERT,
LightGBM was researched. A study was conducted on the speed of classification and F1 assessment. Conclusions.
Lemmatization showed to require a shorter operating time compared to steaming by almost twice and a better score
by an average of 5 percent, so it was decided to use the Logistic Regression classifier with lemmatization at the stage
of text preparation in the subsequent operation of the proposed ISKE.
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Introduction

It is known that the accumulation of information
has been going on since ancient times. From the first
years of its existence, mankind has used such a natural
information technology as language.

Later, along with language, people began to use
imagery and writing to store and transmit information.
With the development of language and general culture
of peoples, different types of writing began to appear as

a co called "hard copy". The main purpose of writing is
storing information. Thus, the main task of writing is to
record information on media and transmit it to other
people. The phenomenon of the global information
revolution of the late XX century led to the introduction
of information technology using computers, data
servers, computer servers, various types of digital media
for information storage. Stages of information
technology development depending on the types of tools
are shown in Fig. 1.

*"Manual" technologies: pen, inkwell, book.
1 stage

*The purpose of the stage is to present and transmit information in the right form.
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*"Mechanical" technologies: typewriter, arithmometer, telegraph, telephone, tape recorder.
*The purpose of the stage is to present information in the right form by more convenient means, to reduce the cost of making changes.
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+"Electric” technologies: the first tube computers and related software, electric typewriters, teletypes (telexes), copiers, portable

age | *The purpose of the stage is to shift the emphasis from the form of information presentation to the formation of its content.

S

*"Electronic” technologies, the main tools - large computers and automated control systems (ACS) and information retrieval systems
created on their basis, equipped with a wide range of basic and specialized software packages.

*The purpose of the stage - the formation of the content of information, the organization of analytical work.
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*"Computer” ("new™) technologies, personal computer with a wide range of general-purpose software products.
*The purpose of the stage is the development of analysis and artificial intelligence, the use of network technologies.

A

«"Internet / Intranet" ("latest™) technologies.

6 stage algorithms and effective work with Big Data.

*The purpose of the stage is the use of distributed systems, global, regional and local computer networks, development of Data Mining
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Fig. 1. Stages of information technology development

The importance of storing and accumulating
information in a structured form is also evidenced by
the fact that for the first time in library practice to

classify hundreds of thousands of books by field of
knowledge and compile catalogs with the author and the
name of each book began as early as in the Library of
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Alexandria. Today, the development of the information
society has changed the library world in the direction of
remote access to libraries through the creation of
electronic catalogs. The main type of storage media is
electronic media, which has advantages such as small
size, large storage capacity, easy mobility and access to
the library collection from different corners of the
world. Additional features include the relative ease of
structuring information as well as searching [1-4].

The problem is the continuous increase in the
amount of information, which leads to such
requirements as increasing the speed of search engines
and systems for categorizing information.

Among the types of libraries that can be
distinguished (as shown in Fig. 2) there are thematic
libraries (juridical, medical, military, musical, transport,
art libraries, philosophical) and specialized-corporate,
i.e. those that are relevant and in demand by a group of
readers with a certain status, for example — student, PhD
student, researcher, young scientist. In the XXI century,
a prominent feature of library development is the work
of international library associations in the direction of:

— Integration;
— Development of electronic library science;
— The establishment and strengthening of

international ties between libraries;
— Conducting research in the field of library
science and bibliography.

Library types

Thematic libraries Specialized corporate libraries

Fig. 2. Typing of libraries

The following typing is also relevant for electronic
repositories, as it provides easy access to targeted data —
namely, scientific and research works of young
scientists for specialized corporate libraries.

Research task rationale

Libraries of educational institutions have
undergone the greatest reform in recent years due to the
introduction of quarantine conditions and modernization
of the educational process. [4, 6]. They are actively
implementing the latest technologies, increasing the
volume of storage and server capacity, which provide
storage and access to electronic versions of qualification
works of said educational institutions' graduates. This,
in turn, leads to improved search algorithms and
classification of textual information [5].

The aforementioned proves the relevance of the
proposed project to create an electronic library of young
scientists' works with the capability for them to
communicate and exchange knowledge, to perform
further joint research and analyze the state of the most
relevant scientific fields as well as to attract young
professionals directly to industrial and practical
experience corresponding to the fields their of
knowledge and interests, providing the possibility of
implementing the obtained results into the practice.

Aims and tasks of the work

The aim of the study is to develop a project of an
International System of Knowledge Exchange of young
scientists (ISKE) through the organization of a
community of people with certain scientific interests,
their further communication and integration into
international research projects.

To achieve this goal, the system must provide the
following functionality:

- scalability of the data storage solution;

- guarantee of the integrity, reliability,
confidentiality and fault tolerance of the system;

- implementation of processing of various types
of search queries (voice, text, scanned and photo
media);

- implementation of accelerated data search in
the system, based on the specified area of user interest;

- a high degree of accuracy and completeness of
the division of records into classes with determining the
most pressing tasks and problems;

- in-depth analysis of uploaded work to group
possible research teams;

- creation of a virtual room for research teams,
sharing results, discussing research prospects with
anticipation of the possibility of communication of
different languages native speakers.

ISKE provides the opportunity to scale and
internationalize the research.

Task fulfillment

Schematic conceptual representation of the
proposed ISKE is shown in Fig. 3. The system is able to
operate in two main modes — the data accumulation and
processing mode and access mode. The constituent
elements of the system are:

— scalable cloud storage;

— high-performance computing module for text
documents vectorization;

— high-performance computing module for
determining the text proximity of documents;

— graphical user web-interface;

— additional utility services.

The data collection and processing mode provides
the formation of a repository of qualification and
research papers in a structured form. The operation of
this mode is to perform the following steps:

- uploading qualification works in docx or pdf
formats to the cloud storage, namely to the buffer that
stores unprocessed works;

- allocation in the main repository a separate
cell-record for each of them containing the document
itself, its author, as well as its metadata — frequency
dictionary, etc.;

- text preprocessing (tokenization, removal of
punctuation and stop words, lemmatization of text, etc.);

- creation of the frequency dictionary of the
sample using the basis of the processed texts (Radix
sorting is chosen as sorting method for terms) and
finally placement of the received data in the main
storage; moreover, if the system had already processed
documents, the frequency dictionary gets rebuilt again
from the start.
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High-performance computing module
for text documents vectorization
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Fig. 3. The general scheme of proposed ISKE
- comparative analysis of the frequency educational institution). Therefore, the solution to the

dictionary of a sample;

- clustering of documents, i.e. assigning to all of
them a specific value of proximity to other documents,
on the basis of which clusters of semantically similar
texts are formed, which are combined into groups.

Meanwhile, the second mode (access) consists of
setting up and applying an authentication system and
access rights, which affects the ability to view and
search texts, as the system is designed for several
groups of users depending on their status (student,
teacher or employer). The system also takes into
account the boundaries of different educational
institutions to ensure the integrity and confidentiality of
information, i.e. a user from one institution will not
have access to non-public documents of another
institution. The access itself is available through a web
interface and has the search by keywords functionality,
using the formed text relations when determining the
relevant results for the query. The available query
formats range from both text and voice to image format
(scan), as all formats are converted to text using
appropriate detection and data processing methods.

The functioning of the proposed ISKE is
impossible without the accumulation of data and
cataloging of new works that come regularly several
times a year in large quantities (depending on the

problem of documents classification is one of the main
tasks that affects the efficiency and speed of ISKE.

Research of influence of datasets statistical
properties on classification result

The methods of pre-processing and text
preparation have a great influence on the results of
classification, which necessitates the study of source
data pre-processing methods such as stop words
removal, stemming and lemmatization. A training
dataset of 4,725,865 sentences was prepared for the
study. Of these, 153254 sentences describe the problem
of natural language processing with the most commonly
used words shown in Figure 4.

The rest (4572611 sentences) do not relate to
the given problem; The most commonly used words are
the words in Figure 5. The sample shows that there are a
large number of noise words (get, one, can’t, still),
which can worsen the learning outcomes of classifiers.
The validation date set is 92,000 sentences.

The paper investigates the influence of
preprocessing methods (cleaning the text from words
and symbols based on established rules; lemmatization
and stemming) on the work of text classification
methods such as Logistic Regression, LSTM, BERT,
LightGBM.
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Fig. 4. The number of occurrences of words
in the dataset from the problem area

b —

sIIHJ
spoLIaw

sabupy) E— ———
Uopdanis S— ——
35| ——
auj|
sbumes BHFies
X
595580
paJ
nuaw
eaBl
bey

U008 Jad

10—

FER——

Buiom
a3epdn
aﬁessam
EE—— —
BLUIEM
PEINET]
uoppuny
ERIVENE N

3
™
o
=2
=1
a

Appaddon

sixaweted
uo|ssaldxa

A study was conducted on the speed of
classification and F1 assessment. All the above
classifiers worked on a validation sample of 92,000
sentences; the average number of characters in a
sentence was 54.

The results of deleting stop words and symbols,
frequently or little used punctuation words, and deleting
POS tagging based on rule-based algorithms are shown
in Table 1.

The efficiency of Logistic Regression, LSTM,
BERT, LightGBM classifiers after text cleaning is set
on the basis of Fl-score, which allows to combine
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Fig. 5. The number of occurrences of words
in the dataset from the non-problem area
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accuracy and completeness estimates and is given in
table 2. Based on the experiments using different
methods of clearing the text from the characters, the
drawn conclusions is shown in table 3.

Table 1 —Research of the text clearing runtime

Method name Exc'scution speed
in seconds
Stop words removal 1.17
Frequently or little used words deletion 1.62
Punctuation deletion 2.87
POS tagging deletion 4.70

Table 2 — Study of F1-assessment of classification based on Logistic Regression, LSTM, BERT, LightGBM

classifiers after performing data cleaning in the text

Preprocessing stage Classification method F1 assessment
Baseline Logistic Regression 0.71
LightGBM 0.63
LSTM 0.73
BERT 0.9
Stop words removal Logistic Regression 0.63
LightGBM 0.50
LSTM 0.65
BERT 0.75
Frequently or little used Logistic Regression 0.65
words deletion LightGBM 0.55
LSTM 0.7
BERT 0.73
Punctuation deletion Logistic Regression 0.72
LightGBM 0.71
LSTM 0.75
BERT 0.8
POS tagging deletion Logistic Regression 0.75
LightGBM 0.7
LSTM 0.73
BERT 0.74

Table 3 — Conclusions on the influence of the stages of text cleaning on the result of the classifier

Classification method

Conslucion

Logistic Regression

Removing the POS tagging is the most influential and effective step in clearing
text for this classification method.

LightGBM Removing punctuation has the best effect on the performance of this classification
method.

LSTM Removing POS tagging is the most influential and effective method of clearing
text for this classification method.

BERT Cleaning the text negatively affects the quality of the classification. To improve

the result of the model, it was decided not to perform text clearing of the dataset
for this classification method.
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The results of the experiments on the runtime of
lemmatization and stemming for the validation date set
0f 92,000 sentences with an average number of words in
a sentence of 54, are shown in table 4.

Table 4 — Research of runtime of lemmatization
and stemming

Method name Execution time in seconds

Stemming 9.8
Lemmatization 4.46

The obtained results showed that the speed of the
lemmatization operation is twice as high as the time of
the stemming,

Based on the experiments, the F1-assesement was
measured on the basis of a validation dataset to
determine the effectiveness of the Logistic Regression,
LSTM, BERT, LightGBM classifiers after performing

lemmatization and stemming operations. The results are
shown in table 5.

Lematization and steaming improved the
evaluation of Logistic Regression, LSTM and
LightGBM classification methods on the validation
dataset. For BERT, the score deteriorated slightly after
performing lemmatization, which confirms the absence
of the need to process the text when submitting it to the
BERT classifier. Taking into account the results of
table 4, the execution of lemmatization at the stage of
preprocessing gives the result with high speed and
efficiency for all these classifiers, except BERT.

Lemmatization showed a shorter execution time
compared to stemming by almost twice and a better
score by an average of 5 percent, so it was decided to
use the Logistic Regression classifier with
lemmatization at the stage of text preparation in the
subsequent operation of the proposed ISKE.

Table 5 — Study of F1-assessment of classification based on classifiers Logistic Regression, LSTM, BERT, LightGBM

after lemmatization and text stemming

Method name Model name F1 assessment
Baseline Logistic Regression 0.71
LightGBM 0.63
LSTM 0.73
BERT 0.9
Stemming Logistic Regression 0.8
LightGBM 0.75
LSTM 0.8
BERT -
Lemmatization Logistic Regression 0.81
LightGBM 0.75
LSTM 0.8
BERT 0.72

Conclusion

The paper proposes a system which is electronic data
storage (of qualification works of students from
different countries) and provides the capability to
identify and connect young scientists conducting
research on a related problem area.

The purpose of developing this system is to provide
opportunities for knowledge exchange, research in a
team on a common problem, as well as to identify
scientific trends in different countries. The system is
able to operate in two main modes — the data
accumulation and processing mode and access mode.
During access mode available query formats range from
both text and voice to image format (scans or photo), as

well as the possibility of accelerated data search
throughout the system.

The paper investigates the influence of preprocessing
methods (cleaning the text from words and symbols
based on established rules; lemmatization and
stemming) on the work of text classification methods
such as Logistic Regression, LSTM, BERT and
LightGBM. A study was conducted on the speed of
classification and F1 assessment. Lemmatization
showed a shorter execution time compared to stemming
by almost twice and a better score by an average of 5
percent, so it was decided to use the Logistic Regression
classifier with lemmatization at the stage of text
preparation in the subsequent operation of the proposed
ISKE.
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Cucrema 00MiHy 3HAHHSIMH MOJIOAMX HAYKOBIIB i3 Pi3HMX KpaiH
O. 0. bapkoscbka, B. O. Xones, /1. I. [TuBoBaposa, I'. C. IBamenxo, . M. Pocincbkuit

AHoTanisi. YV po0OTi 3anporoHOBaHa CHUCTEMa, sSKa SBISE EJICKTPOHHE CXOBHUIE HaHMX (KBamiQixkaliiHUX poOiT
CTYIEHTIB 13 pI3HHX KpaiH) Ta 3a0e3ledye MOXJIMBICTh BHSBUTH Ta 3B’S13aTH MK COOOI0 MOJIOJMX BYEHHX, IO BEIYTh
JIOCHI/KEHHS. HaJl €AMHOI0 IPOOJIeMHOI0 00iacTio. MeTor po3poOKM 1aHOi cHCTeMM € 3a0e3IeUeHHS MOXIIMBOCTI OOMiHY
3HAHHAMM, BUKOHAHHS JOCII/UKEHb y KOMaHI HaJl CIIUIBHOIO IIPOOJIEMOL0, a TAKOXK BH3HAUCHHS HAYKOBHUX TEHJIEHLIH y pi3HHUX
KpaiHax cBiTy. Y poOOTi JOCHIPKEHO BIUIMB METO/IB HNPEINPOLECIHTy Ha poOoTy Takux Kiacudikaropis, sk Logistic Regression,
LSTM, BERT, LightGBM. IIpoBeneHo nocmipkeHHs moxo mBuakocti kiacugikanii Ta F1 oninku. BucnoBkn. Jlemarusaris
I0Ka3aJla KOPOTIINH 4ac poOOTH Yy NOPIBHSHHI 31 CTEMIHIOM Maibke B 11Ba pa3u Ta Kpallly OL[iHKY B CEPeIHbOMY Ha 5 BiJICOTKIB,
ToMy Oyino mpuiHATO pilleHHS BUKOpUCTOBYBaTH Kiacugikarop Logistic Regression i3 jemarusamiclo Ha erari HiJrOTOBKH
TEKCTY y NOAAJIBIIIH pOOOTI 3aIPONOHOBAHOI CUCTEMH OOMiHY 3HAaHHSIMH MOJIOJIMX HAyKOBIIiB.

KawuoBi caoBa: cucrema; NLP; Tekcr; 00poOKka; IMPHCKOPEHHS; MIMHIIN; OJIM3BKICTh; MOMIOHICTB; KiacHiKaris;
roriepeIHst 00poOKa; JTeMaTn3anis; CTEMIHT.

Cucrema o0MeHa 3HAHUSIMH MOJIOABIX YUeHBIX U3 Pa3HBIX CTPaH
O. IO. bapkosckas, B. A. Xones, JI. U. ITusoBapoga, I'. C. Mpamenko, [[. M. Pocunckuii

AHHoTammsi. B pabore mnpemokeHa cucTeMa, KOTOpas HPEICTABIACT AJIEKTPOHHOE XPAHWIMILE JIAHHBIX
(xBanu(UKAMOHHBIX PabOT CTYJEHTOB M3 Pa3HBIX CTPaH) M 00ECIEUMBACT BOSMOXKHOCTH BBISBUTH U CBSI3aTh MEXKIY COOOM
MOJIOJIBIX YUSHBIX, BEAYIINX HCCIEIOBAHMS HaJl €IMHOH pobieMHoi o6acThio. Llesibio pa3paboTKy TaHHOM CHCTEMBI SIBIISIETCS
obecrieyeHre BO3MOXHOCTH OOMEHA 3HAHMAMH, IPOBEICHMS HCCIIENOBAHMA B KOMaHAe Hajx oOmield mpoOieMoi, a Taroke
OIIpeIeNIeHHe Hay4HbIX TEHJICHLMI B pa3HbIX CTpaHax Mupa. B pabore uccie0BaHO BIMSIHUE METOZIOB IIPENPOLIECHHIa HA paboTy
Takux Kinaccupukaropos, kak Logistic Regression, LSTM, BERT, LightGBM. IlpoBeneHo wuccienoBaHiue CKOPOCTH
knaccudukaimu U F1 ouenku. Beipoasl. Jlemmaruzaius nokasaina MeHblee BpeMs paboThl 110 CPABHEHHIO CO CTEMMHHI'OM ITOYTH
B JIBa pa3a M JIy4IIyI0 OLEHKY Ha 5%, M03TOMYy ObUIO NPUHSATO PELICHHE MCIONb30BaTh Kiaccudukarop Logistic Regression ¢
JIeMMaTH3alel Ha JTarne IOArOTOBKU TEKCTAa B JalbHEHIIeH paboTe MpeIoXeHHON CHUCTeMbl 00MEHa 3HaHUSMH YYEHbIX.

KawueBbie ciaoBa: cucrema; NLP; Tekcr; oOpaboTka; yCKOpEHHE; IIMHIJIIBI, OIN30CTh; CXO/CTBO; KiIacCH(UKALKS;
npeABapuTeNbHast 00paboTKa; IeMMAaTH3aIHsT; CTEMMUHT.
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